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Preface

Formal Concept Analysis (FCA) is a mathematically well-founded theory aimed
at data analysis and classification, introduced and detailed in the book of Bern-
hard Ganter and Rudolf Wille, “Formal Concept Analysis”, Springer 1999. The
area came into being in the early 1980s and has since then spawned over 10000
scientific publications and a variety of practically deployed tools. FCA allows
one to build from a data table with objects in rows and attributes in columns
a taxonomic data structure called concept lattice, which can be used for many
purposes, especially for Knowledge Discovery and Information Retrieval.

The “Formal Concept Analysis Meets Information Retrieval” (FCAIR) work-
shop collocated with the 35th European Conference on Information Retrieval
(ECIR 2013) was intended, on the one hand, to attract researchers from FCA
community to a broad discussion of FCA-based research on information retrieval,
and, on the other hand, to promote ideas, models, and methods of FCA in the
community of Information Retrieval.

This volume contains 11 contributions to FCAIR workshop (including 3 ab-
stracts for invited talks and tutorial) held in Moscow, on March 24, 2013. All
submissions were assessed by at least two reviewers from the program committee
of the workshop to which we express our gratitude. We would also like to thank
the co-organizers and sponsors of the FCAIR workshop: Russian Foundation for
Basic Research, National Research University Higher School of Economics, and
Yandex.

March 24, 2013 Claudio Carpineto
Sergei O. Kuznetsov

Amedeo Napoli
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Sébastien Ferré IRISA Rennes, France
Bernhard Ganter Technische Universitaet Dresden, Germany
Andreas Hotho University of Kassel, Germany
Robert Jaschke Web Science, L3S Research Center Hannover,

Germany
Dmitry I. Ignatov Higher School of Economics, Moscow, Russia
Marianne Huchard LIRMM Montpellier, France
Mehdi Kaytoue LIRIS INSA, Lyon, France
Carlo Meghini Istituto di Scienza e Tecnolo-

gie dell’Informazione, Pisa, Italy
Rokia Missaoui University of Ottawa, Canada
Sergei A. Obiedkov Higher Schools of Economics, Moscow, Russia
Uta Priss Ostfalia University of Applied Sciences,
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A Markov Chain Approach to Random Generation of Formal Concepts . . 127
Dmitry V. Vinogradov

Situation Assessment Using Results of Objects Parameters
Measurements Analyses in IGIS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134

Nataly Zhukova, Andrei Pankin and Alexander Vodyaho

Author Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143



FCA and IR: The Story So Far

Claudio Carpineto

Fondazione Ugo Bordoni, Rome
carpinet@fub.it

Abstract. The application of Formal Concept Analysis (FCA) to Infor-
mation Retrieval (IR) is twenty-five years old. Over this period, a number
of papers have explored the potentials of FCA for various information
finding tasks while several system prototypes have been made available
for experimentation and testing. In this talk we survey what has been
achieved so far, discussing lessons and implications from a few successful
case studies, including browsing of web search results, smooth integration
of data driven and model driven search, exploratory document mining,
and semantic text classification. We argue that, in spite of these good
results, the impact of FCA on mainstream IR has been limited, due to
theoretical and practical limitations. Nowadays, the tremendous increase
in the richness and diversity of electronic data along with the inherent
shortcomings of traditional search engines call for better IR techniques,
opening up new opportunities for knowledge-intensive methods. Integra-
tion of FCA with existing search technology and new theoretical advances
capable of extending the applicability of FCA to IR beyond the Boolean
retrieval model are seen as key factors for the further development of
this field.



New Applications of Formal Concept Analysis:
A Need for Original Pattern Domains

Jean-François Boulicaut

INSA Lyon, LIRIS CNRS UMR5205
F-69621 Villeurbanne cedex, France

Jean-Francois.Boulicaut@insa-lyon.fr

Abstract. We survey the results obtained by our research group (joint
work with Jérémy Besson and Löıc Cerf, Kim-Ngan T. Nguyen, Marc
Plantevit, and Céline Robardet) concerning the design of pattern do-
mains to support knowledge discovery and information retrieval in ar-
bitrary n-ary relations. Our contribution is related to Formal Concept
Analysis and its recent developments in direction of, for instance, Tri-
adic Concept Analysis. We focus on a real data mining perspective. It
means that we need for both the design of scalable constraint-based min-
ing algorithms and fault-tolerant approaches to support the discovery of
relevant patterns from noisy data.

1 Extended abstract

The Formal Concept Analysis framework (FCA) has been studied for about three
decades [13]. Given a binary relation, we may consider FCA as the computation
and then the exploitation of a collection of closed patterns, the so-called formal
concepts that are organized within a lattice structure. FCA supports knowledge
discovery processes from such relations and many application domains have been
considered. It includes applications to more or less simple information retrieval
tasks (see, e.g., [5, 21]).

Nowadays, we have to face with more and more large but also structured
types of data like, for instance, (collections) of graphs or information networks.
New challenges have appeared such that pattern discovery methods have to be
revisited. One important direction of research concerns the extension of FCA-
based techniques for different types of data (e.g., numerical matrices, collections
of strings). For instance, this is currently studied thanks to the concept of pat-
tern structure [17, 16]. Also, Triadic Concept Analysis that concerns Boolean
cube data analysis has been formalized in [18] and several algorithms have been
proposed to discover patterns in such ternary relations (see, e.g., the computation
of closed patterns [14, 15] or implications [12]). For instance, it can be applied to
the discovery of conceptual structures in folksonomies that are ternary relations
Users×Resources× Tags.

During the last decade, our research group1 has been working on various
evolutions of FCA where (a) datasets are arbitrary n-ary relations, (b) computed

1 liris.cnrs.fr/equipes?id=46
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patterns are not only closed but must also satisfy other user-defined primitive
constraints, and (c) some fault-tolerance is provided.

Following the guidelines of inductive querying and constraint-based data min-
ing [4, 11], we have been designing new pattern domains. The methodology is as
follows.

Given a data type, we have to define pattern languages and measures that
denote properties of patterns within the data. Then, we carefully design the prim-
itive constraints that will be combined to support the declarative specification of
both objective and subjective interestingness. Once declarative specifications are
available - the so-called inductive queries - we must provide algorithms that com-
pute the solution patterns. A major issue is to identify the constraint properties
and the enumeration strategies that enable to compute correct and complete an-
swers in practical cases. For this, generic algorithms can be designed: no specific
combination of primitive constraint is expected but safe pruning theorems can be
based on the constraint properties. Notice that it is generally possible to design
more efficient ad-hoc algorithms when considering fixed forms of constraints.

In our 2008 survey [3], we were considering a constraint-based perspective
on actionable formal concept mining from large binary relations. As a result,
we were discussing the use of primitive constraints to compute more relevant
formal concepts, for instance large-enough ones [2] but also some generalizations
that provide fault-tolerance [1]. A few years later, it is now possible to discuss
such issues in the enlarged setting of arbitrary n-ary relations. Therefore, we can
consider (a) our generic algorithm that mines set patterns and exploits the large
class of piecewise (anti-)monotonic constraints [7, 8], (b) its extension towards
fault-tolerant pattern discovery by means of a correct and complete strategy
[6] or an heuristic one [9]. We also studied a multidimensional association rule
mining framework [19] that is based on closed pattern post-processing. Among
others, promising though preliminary applications to dynamic relational graph
analysis have been investigated [10, 20].
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Key Phrase to Text Similarity, Clustering, and
Interpretation in Hierarchical Ontologies

Boris Mirkin

Applied Mathematics and Informatics, National Research University Higher School of
Economics Moscow

Computer Science and Information Systems, Birkbeck University of London
BMirkin@hse.ru

Abstract. Scoring similarity between key phrases and unstructured texts
is an issue which is important in both information retrieval and text
analysis. Researchers from the two fields use different scoring functions,
although clear delineation between the two still is lacking. We use suffix
tree based score expressing the average conditional probability of a sym-
bol in a common substring. Usually, a domain taxonomy serves as the
source of key-phrases. Given a set of entities, such as texts or projects or
working groups, one can derive clusters of key-phrases using key-phrase-
to-entity scores. The clusters represent common themes in the meaning
of texts or in activities of working groups. To interpret them, the domain
ontology should be used. If the ontology is a rooted tree, a lifting method
is proposed to find the most parsimonious interpreting head subject(s),
up to a few gaps and offshoots. Some applications and application is-
sues are considered. The work is being conducted jointly with T. Fenner
(London), S. Nascimento (Lisbon) and E. Chernyak (Moscow).
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Abstract.  We develop a graph representation and learning technique for parse 

structures for paragraphs of text. We introduce Parse Thicket (PT) as a sum of 

syntactic parse trees augmented by a number of arcs for inter-sentence word-word 

relations such as co-reference and taxonomic relations. These arcs are also de-

rived from other sources, including Speech Act and Rhetoric Structure theories.  

The operation of generalizing logical formulas is extended towards parse trees 

and then towards parse thickets to compute similarity between texts. We provide 

a detailed illustration of how PTs are built from parse trees, and generalized. The 

proposed approach is subject to preliminary evaluation in the product search do-

main of eBay.com, where user queries include product names, features and ex-

pressions for user needs, and query keywords occur in different sentences of an 

answer. We demonstrate that search relevance is improved by PT generalization. 

Keywords: graph representation of text, learning syntactic parse tree, syntactic 

generalization, search relevance  

1 Introduction 

Parse trees have become a standard form of representing the linguistic structures of 

sentences. In this study we will attempt to represent a linguistic structure of a para-

graph of text based on parse trees for each sentence of this paragraph. We will refer to 

the sum of parse trees plus a number of arcs for inter-sentence relations between nodes 

for words as Parse Thicket (PT). A PT is a graph which includes parse trees for each 

sentence, as well as additional arcs for inter-sentence relationship between parse tree 

nodes for words. 

    In this paper we will define the operation of generalization of text paragraphs to 

assess similarity between portions of text.  Use of generalization for similarity assess-

ment is inspired by structured approaches to machine learning versus unstructured, 

statistical where similarity is measured by a distance in feature space.  Our intention is 

to extend the operation of least general generalization (unification of logic formula) 

towards structural representations of paragraph of texts. Hence we will define the 

operation of generalization on Parse Thickets and outline an algorithm for it. 
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     This generalization operation is a base for number of text analysis application 

such as search, classification, categorization, and content generation [3].  Generaliza-

tion of text paragraphs is based on the operation of generalization of two sentences, 

explored in our earlier studies [6,7,8]. In addition to learning generalizations of indi-

vidual sentences, in this study we explore how the links between words in sentences 

other than syntactic ones can be used to compute similarity between texts. We will 

investigate how to formalize the theories of textual discourse such as Rhetoric Struc-

ture Theory [12] to improve the efficiency of text retrieval. 

     General pattern structures consist of objects with descriptions (called patterns) 

that allow a semilattice operation on them [9]. In our case, for paragraphs of text to 

serve such objects, they need to be represented by structures like parse thickets, which 

capture both syntactic level and discourse-level information about texts. Pattern struc-

tures arise naturally from ordered data, e.g., from labeled graphs ordered by graph 

morphisms.  In our case labeled graphs are parse thickets, and morphisms are the 

mappings between their maximal common sub-graphs.    

     One of the first systems for the generation of conceptual graph representation of 

text is described in [18]. It uses a lexicon of canonical graphs that represent valid 

(possible) relations between concepts. These canonical graphs are then combined to 

build a conceptual graph representation of a sentence. Since then syntactic processing 

has dramatically improved, delivering reliable and efficient results. 

     [11] describes a system for constructing conceptual graph representation of text 

by using a combination of existing linguistic resources (VerbNet and WordNet). 

However, for practical applications these resources are rather limited, whereas syntac-

tic level information such as syntactic parse trees is readily available. Moreover, 

building conceptual structure from individual sentences is not as reliable as building 

these structures from generalizations of two and more sentences.  

    In this study we attempt to approach conceptual graph level [15, 17] using pure 

syntactic information such as syntactic parse trees and applying learning to it to in-

crease reliability and consistency of resultant semantic representation. The purpose of 

such automated procedure is to tackle information extraction and knowledge integra-

tion problems usually requiring deep natural language understanding [2] and cannot 

be solved at syntactic level. 

    Whereas machine learning of syntactic parse trees for individual sentences is an 

established area of research, the contribution of this paper is a structural approach to 

learning of syntactic information at the level of paragraphs. A number of studies ap-

plied machine learning to syntactic parse trees [1], convolution kernels being the most 

popular approach [10]. 

    To represent the structure of a paragraph of text, given parse trees of its sentenc-

es, we introduce the notion of Parse Thicket (PT) as a union of parse trees. The un-

ion  of trees  and  with disjoint node sets  and  and edge 

sets  and  is the graph with  and . 
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2 Finding similarity between two paragraphs of text 

We will compare the following approaches to assessing the similarity of text para-

graphs: 

 Baseline: bag-of-words approach, which computes the set of common key-

words/n-grams and their frequencies.  

 Pair-wise matching: we will apply syntactic generalization to each pair of 

sentences, and sum up the resultant commonalities. This technique has been 

developed in our previous work [3]. 

 Paragraph-paragraph match. 

The first approach is most typical for industrial NLP applications today, and the 

second is the one of our previous studies. Kernel-based approach to parse tree similar-

ities [20], as well as tree sequence kernel [19], being tuned to parse trees of individual 

sentences, also belongs to the second approach. 

We intend to demonstrate the richness of the approach being proposed, and in the 

consecutive sections we will provide a step-by-step explanation. We will introduce a 

pair of short texts (articles) and compare the above three approaches. This example 

will go through the whole paper. 

"Iran refuses to accept the UN proposal to end the dispute over work on nuclear weapons", 

"UN nuclear watchdog passes a resolution condemning Iran for developing a second urani-

um enrichment site in secret", 

"A recent IAEA report presented diagrams that suggested Iran was secretly working on nu-

clear weapons", 

"Iran envoy says its nuclear development is for peaceful purpose, and the material evidence 

against it has been fabricated by the US", 

 ^ 
"UN passes a resolution condemning the work of Iran on nuclear weapons, in spite of Iran 

claims that its nuclear research is for peaceful purpose", 

"Envoy of Iran to IAEA proceeds with the dispute over its nuclear program and develops an 

enrichment site in secret", 

"Iran confirms that the evidence of its nuclear weapons program is fabricated by the US and 

proceeds with the second uranium enrichment site" 

 The list of common keywords gives a hint that both documents are on nuclear 

program of Iran, however it is hard to get more specific details 

Iran, UN, proposal, dispute, nuclear, weapons, passes, resolution, developing, en-

richment, site, secret, condemning, second, uranium  

Pair-wise generalization gives a more accurate account on what is common be-

tween these texts:  -+ 

   [NN-work IN-* IN-on JJ-nuclear NNS-weapons ],   [DT-the NN-dispute IN-over 

JJ-nuclear NNS-* ],  [VBZ-passes DT-a NN-resolution ],   

[VBG-condemning NNP-iran IN-* ],    

[VBG-developing DT-* NN-enrichment NN-site IN-in NN-secret ]],  

 [DT-* JJ-second NN-uranium NN-enrichment NN-site ]],  

 [VBZ-is IN-for JJ-peaceful NN-purpose ],    
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[DT-the NN-evidence IN-* PRP-it ],   [VBN-* VBN-fabricated IN-by DT-the 

NNP-us ] 

Parse Thicket generalization gives the detailed similarity picture which looks more 

complete than the pair-wise sentence generalization result above: 

 [NN-Iran VBG-developing DT-* NN-enrichment NN-site IN-in NN-secret ] 

[NN-generalization-<UN/nuclear watchdog> * VB-pass NN-resolution VBG con-

demning NN- Iran] 

[NN-generalization-<Iran/envoy of Iran> Communicative_action  DT-the NN-

dispute IN-over JJ-nuclear NNS-* 

[Communicative_action - NN-work  IN-of NN-Iran IN-on JJ-nuclear NNS-

weapons] 

[NN-generalization <Iran/envoy to UN>  Communicative_action  NN-Iran NN-

nuclear NN-* VBZ-is IN-for JJ-peaceful NN-purpose ],    

Communicative_action - NN-generalize <work/develop>  IN-of NN-Iran IN-on JJ-

nuclear NNS-weapons]* 

[NN-generalization <Iran/envoy to UN>  Communicative_action  NN-evidence IN-

against NN Iran NN-nuclear   VBN-fabricated IN-by DT-the NNP-us ] 

condemn^proceed [enrichment site] <leads to>  suggest^condemn [ work Iran nu-

clear weapon ] 

 

                   One can feel that PT-based generalization closely approaches human performance in 

terms of finding similarities between texts. To obtain these results, we need to be 

capable of maintaining coreferences, apply the relationships between entities to our 

analysis (subject vs relation-to-this subject), including relationships between verbs 

(develop is a partial case of work). We also need to be able to identify communicative 

actions and generalize them together with their subjects according to the specific pat-

terns of speech act theory. Moreover, we need to maintain rhetoric structure relation-

ship between sentences, to generalize at a higher level above sentences. 

The focus of this paper will be to introduce parse thicket and their generalization as 

paragraph-level structured representation. It will be done with the help of the above 

example. Fig.1 and Fig.2 show the dependency-based parse trees for the above texts 

T1 and T2. Each tree node has labels as part-of-speech and its form (such as SG for 

‘single’); also, tree edges are labeled with the syntactic connection type (such as 

‘composite’).  

3 Introducing Parse Thickets  

Is it possible to find more commonalities between these texts, treating parse trees at 

a higher level? For that we need to extend the syntactic relations between the nodes of 

the syntactic dependency parse trees towards more general text discourse relations.  

Which relations can we add to the sum of parse trees to extend the match? Once we 

have such relations as “the same entity”, “sub-entity”, “super-entity” and anaphora, we 

can extend the notion of phrase to be matched between texts. Relations between the 

nodes of parse trees which are other than syntactic  can merge phrases from different 
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sentences, or from a single sentence which are not syntactically connected. We will 

refer to such extended phrases as thicket phrases. 

 If we have to parse trees P1 and P2 of text T1, and an arc for a relation  r 

r: P1j → P2j between the nodes P1j and P2j, we can now match …,P1,i-2, P1, i-1, P1, i, 

P2,j, P2,j+1, P2,j+2, … of T1 against a chunk of a single sentence of merged chunks of 

multiple sentences from T2. 

3.1 Phrase-level generalization 

Although the generalization is defined as maximum common sub-trees, its compu-

tation is based on matching phrases. To generalize a pair of sentences, we perform 

chunking and extract all noun, verb, prepositional and other types of phrases from 

each sentence. Then we perform generalization for each type of phrases, attempting to 

find a maximum common sub-phrase for each pair of phrases of the same type. The 

resultant phrase-level generalization can then be interpreted as paths in resultant 

common sub-trees [3]. 

   Generalization of parse thickets, being a maximal common sub-graph (sub-parse 

thicket) can be computed at the level of phrases as well, as a structure containing a 

maximal common sub-phrases. However, the notion of phrases is extended now: 

thicket phrases can contain regular phrases from different sentences.  The way these 

phrases are extracted and formed depend on the source of non-syntactic link between 

words in different sentences: thicket phrases are formed in a different way for com-

municative actions and RST relations. Notice that the set of regular phrases for a parse 

thicket is a sub-set of the set of thicket phrases (all phrases extracted for generaliza-

tion). Because of this richer set of phrases for generalization, the parse thicket general-

ization is richer than the pair-wise thicket generalization, and can better tackle variety 

in phrasings and writing styles, as well as distribution of information through sentenc-

es. 

3.2 Algorithm for forming thicket phrases for generalization 

We will now outline the algorithm of forming thicket phrases. Most categories of 

thicket arcs will be illustrated below. 

For each sentence S in a paragraph P 

     Form a list of previous sentences in a paragraph Sprev 

     For each word in the current sentence: 

- If this word is a pronoun: find all nouns or noun phrases in the Sprev which 

are 

 * The same entities (via anaphora resolution) 

 - If this word is a noun: find all nouns or noun phrases in the Sprev which are  

  * The same entities (via anaphora resolution) 

  * Synonymous entity 

  * Super entities 

  * Sub and sibling entities 
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- If this word is a verb: 

 * If it is a communicative action: 

  Form the phrase for its subject VBCAphrase, including its 

verb phrase Vph 

  Find a preceding communicative action VBCAphrase0 from 

Sprev with its subject  

                          and form a thicket phrase [VBCAphrase, VBCAphrase0] 

 * If it indicates RST relation 

             Form the phrase for the pair of phrases which are the sub-

jects [VBRSTphrase1,  

  VBRSTphrase2], of this RST relation, VBRSTphrase1 belongs to 

Sprev. 

Notice the three categories of the formed thicket phrases: 

 Regular phrases; 

 Thicket phrases; 

 SpActT phrases; 

 CA phrases. 

Once we collected the thicket phrases for texts T1 and T2, we can do the generali-

zation. When we generalize thicket phrases from various categories, the following 

constraints should be taken into account:  

 Regular 

phrases 
Entity-

based thicket 

phrases 

RST-based 

thicket 

phrases 

SpActT-

based thicket 

phrases 
Regular 

phrases 
Obeying 

phrase type + 
+ + + 

Entity-

based thicket 

phrases 

+ + - - 

RST-based 

thicket phrases 
  + - 

SpActT-

based thicket 

phrases 

   + 
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Fig. 1: Parse thicket for text T1. 
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Fig. 2: Parse thicket for text T2. 
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3.3 Sentence-level generalization algorithm 

Below we outline the algorithm on finding a maximal sub-phrase for a pair of 

phrases, applied to the sets of thicket phrases for T1 and T2. 

1) Split parse trees for sentences into sub-trees which are phrases for each type: 

verb, noun, prepositional and others; these sub-trees are overlapping. The 

sub-trees are coded so that information about occurrence in the full tree is re-

tained. 

2) All sub-trees are grouped by phrase types.  

3) Extending the list of phrases by adding equivalence transformations  

4) Generalize each pair of sub-trees for both sentences for each phrase type. 

5) For each pair of sub-trees yield an alignment, and then generalize each node 

for this alignment. For the obtained set of trees (generalization results), cal-

culate the score.  

6) For each pair of sub-trees for phrases, select the set of generalizations with 

highest score (least general). 

7) Form the sets of generalizations for each phrase types whose elements are 

sets of generalizations for this type. 

8) Filtering the list of generalization results: for the list of generalization for 

each phrase type, exclude more general elements from lists of generalization 

for given pair of phrases. 

3.4 Arcs of parse thicket based on theories of discourse 

We attempt to treat computationally, with a unified framework, two approaches to 

textual discourse: 

• Rhetoric structure theory (RST, Mann et al 1992); 

• Speech Act theory (SpActT, [16] 1969); 

Although both these theories have psychological observation as foundations and 

are mostly of a non-computational nature, we will build a specific computational 

framework for them [4,5]. We will use these sources to find links between sentences 

to enhance indexing for search.  For RST, we attempt to extract an RST relation, and 

form a thicket phrase around it, including a placeholder for RST relation itself [6]. For 

SpActT, we use a vocabulary of communicative actions to find their subjects [7], add 

respective arcs to PT, and form the respective set of thicket phrases. 

3.5 Generalization based on RST arcs 

Two connected clouds on the right of Fig.3 show the generalization instance based 

on RST relation “RCT-evidence”. This relation occurs between the phrases  
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Fig.3: Three instances of matching between sub-PTs shown as connected clouds 
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evidence-for-what  [Iran’s nuclear weapon program] and what-happens-with-

evidence [Fabricated by USA] on the right-bottom, and  

evidence-for-what [against Iran’s nuclear development] and what-happens-with-

evidence [Fabricated by the USA] on the right-top. 

Notice that in the latter case we need to merge (perform anaphora substitution) the 

phrase ‘ its nuclear development’  with ‘evidence against it’ to obtain ‘evidence 

against its nuclear development’.  Notice the arc it - development, according to which 

this anaphora substitution occurred. Evidence is removed from the phrase because it is 

the indicator of RST relation, and we form the subject of this relation to match. Fur-

thermore, we need another anaphora substitution  its- Iran to obtain the final phrase. 

As a result of generalizations of two RST relations of the same sort (evidence) we 

obtain 

Iran nuclear NNP  – RST-evidence – fabricate by USA. 

Notice that we could not obtain this similarity expression by using sentence-level 

generalization. 

Green clouds indicate the sub-PTs of  T1 and T2 which are matched. We show three 

instances of PT generalization. 

3.6 Generalization based on communicative action arcs  

Communicative actions are used by text authors to indicate a structure of a dialogue 

or a conflict (Searle 1969). Hence analyzing the communicative actions’ arcs of PT, 

one can find implicit similarities between texts. We can generalize: 

1. one communicative actions from with its subject from T1 against an-

other communicative action with its subject from T2 (communicative 

action arc is not used) ; 

2. a pair of communicative actions with their subjects from T1 against 

another pair of communicative actions from T2 (communicative ac-

tion arcs are used) . 

 In our example, we have the same communicative actions with subjects with low 

similarity: 

condemn  [‘Iran for developing second enrichment site in secret’] vs condemn 

[‘the work of Iran on nuclear weapon’] , 

 or different communicative actions with similar subjects.  

Looking on the left of Fig.3 one can observe two connected clouds: the two distinct 

communicative actions dispute and condemn have rather similar subjects: ‘work on 

nuclear weapon’. Generalizing two communicative actions with their subjects follows 

the rule: generalize communicative actions themselves, and ‘attach’ the result to gen-

eralization of their subjects as regular sub-tree generalization. Two communicative 

actions can always be generalized, which is not the case for their subjects: if their 

generalization result is empty, the generalization result of communicative actions with 

these subjects is empty too. The generalization result here for the case 1 above is: 

condemn^dispute  [ work-Iran-on-nuclear-weapon]. 
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Generalizing two different communicative actions is based on their attributes and is 

presented elsewhere [4]. 

T1       T2 

condemn  [second uranium enrichment site ]   ↔    proceed [develop an enrich-

ment site in secret]  

     ↓         communicative action arcs                   ↓  

suggest [Iran is secretly working on nuclear weapon] ↔ condemn [the work of 

Iran on nuclear weapon] 

which results in  

condemn^proceed [enrichment site] <leads to>  suggest^condemn [ work Iran nu-

clear weapon ] 

Notice that generalization  

condemn  [second uranium enrichment site ]   ↔  condemn [the work of Iran on 

nuclear weapon] 

     ↓         communicative action arcs                   ↓  

suggest [Iran is secretly working on nuclear weapon] ↔  proceed [develop an en-

richment site in secret]  

gives zero result because the arguments of condemn from T1 and T2 are not very 

similar. Hence we generalize the subjects of communicative actions first before we 

generalize communicative actions themselves.  

 
Fig.4: A fragment of PT showing the mapping for the pairs of communicative ac-

tions 

4 Preliminary Evaluation of Parse Thicket generalization 

Parse forests and their generalizations are important for domain-independent text 

relevance assessment. In our earlier studies we explored generalization of a PT against 

a single sentence: this is the case of question answering [4]. To find the best answers, 

we assess the similarity between the question and candidate answers represented as 

PTs [5] in the settings of eBay product search. In this section, we provide evaluation 

of these reduced cases of PT generalization, which can serve as a preliminary evalua-

tion for the general case of PT generalization. 
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3-4 word 

phrases 

1 comp. 

sentence 
81.7 82.4 86.6 88.0 87.2 91.3 1.054 

2 sent 79.2 79.9 82.6 86.2 84.9 89.7 1.086 

3 sent 76.7 75.0 79.1 85.4 86.2 88.9 1.124 

Average 79.2 79.1 82.8 86.5 86.1 90.0 1.087 

5-10 word 

phrases 

1 comp. 

sentence 
78.2 77.7 83.2 87.2 84.5 88.3 1.061 

2 sent 76.3 75.8 80.3 82.4 83.2 87.9 1.095 

3 sent 74.2 74.9 77.4 81.3 80.9 82.5 1.066 

Average 76.2 76.1 80.3 83.6 82.9 86.2 1.074 

1 sentence 1 comp. 

sent 
77.3 76.9 81.1 85.9 86.2 88.9 1.096 

2 sent 74.5 73.8 78. 82.5 83.1 86.3 1.101 

3 sent 71.3 72.2 76.5 80.7 81.2 83.2 1.088 

Average 74.4 74.3 78.7 83.0 83.5 86.1 1.095 

2 sentences 1 comp. 

sent 
75.7 76.2 82.2 87.0 83.2 83.4 1.015 

2 sent 73.1 71.0 76.8 82.4 81.9 82.1 1.069 

3 sent 69.8 72.3 75.2 80.1 79.6 83.3 1.108 

Average 72.9 73.2 78.1 83.2 81.6 82.9 1.062 

3 sentences 1 sen-

tence 
73.6 74.2 78.7 85.4 83.1 85.9 1.091 

2 sen-

tences 
73.8 71.7 76.3 84.3 83.2 84.2 1.104 

3 sen-

tences 
67.4 69.1 74.9 79.8 81.0 84.3 1.126 

Average 71.6 71.7 76.6 83.2 82.4 84.8 1.107 

Average for all Query and Answer type 1.085 

     Table 1: Evaluation results for search where answers occur in different sentenc-

es. 
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       Discovering  trivial (in terms of search relevance) links between different se-

quences (such as coreferences) is not as important for search as finding more implicit 

links provided by text discourse theories. We separately measure search relevance 

when PT is RST-based and SpActT-based. Since these theories are the main sources 

for establishing non-trivial links between sentences, we limit ourselves to measuring 

the contributions of these sources of links. Our hybrid approach includes both these 

sources for links. We consider all cases of questions (phrase, one, two, and three sen-

tences) and all cases of search results occurrences (compound sentence, two, and three 

sentences) and measured how PT improved the search relevance,  compared to origi-

nal search results ranking averaged for Yahoo and Bing.  

    One can see (Table 1) that even the simplest cases of short query and a single 

compound sentence gives more than 5% improvement. PT-based relevance improve-

ment stays within 7-9% as query complexity increases by a few keywords, and then 

increases to 9-11% as query becomes one-two sentences. For the same query com-

plexity, naturally, search accuracy decreases when more sentences are required for 

answering this query. However, contribution of PTs does not vary significantly with 

the number of sentences the answer occurs in (two or three). 

While single-sentence syntactic match gives 5.6% improvement [4] multi-sentences 

parse thickets provides 8.7% for the comparable query complexity (5.4% for single-

sentence answer) and up to 10% for the cases with more complex answers. One can 

see that parse thicket improves single sentence syntactic generalization by at least 2%. 

On average through the cases of Table 1, parse thickets outperforms single sentence 

syntactic generalization by 6.7%, whereas RST on its own gives 4.6% and SpActT-

4.0% improvement respectively.  Hybrid RST + SpActT gives 2.1% improvement 

over RST-only and 2.7% over SpActT only. We conclude that RST links compliment 

SpActT links to properly establish relations between entities in sentences for the pur-

pose of search. 

5 Conclusions  

  In this study we introduced the notion of syntactic generalization to learn from 

parse trees for a pair of sentences, and extended it to learning parse thickets for two 

paragraphs. Parse thicket is intended to represent syntactic structure of text as well as 

a number of semantic relations for the purpose of indexing for search. To accomplish 

this, parse thicket includes relations between words in different sentences, such that 

these relations are essential to match queries with portions of texts to serve as an an-

swer.  

   We considered the following sources of relations between words in sentences: 

coreferences, taxonomic relations such as sub-entity, partial case, predicate for subject 

etc., rhetoric structure relation and speech acts.  We demonstrated that search rele-

vance can be improved, if search results are subject to confirmation by parse thicket 

generalization, when answers occur in multiple sentences. 

    Traditionally, machine learning of linguistic structures is limited to keyword 

forms and frequencies. At the same time, most theories of discourse are not computa-
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tional, they model a particular set of relations between consecutive states. In this work 

we attempted to achieve the best of both worlds: learn complete parse tree information 

augmented with an adjustment of discourse theory allowing computational treatment.   

Graphs have been used extensively to formalize ranking of NL texts [13]. Graph-

based ranking algorithms are a way of deciding the importance of a vertex withina 

graph, based on global information recursively drawn from the entire graph. The basic 

idea implemented by a graph-based ranking model is that of “voting”: when one ver-

tex links to another one, it is basically casting a vote for that other vertex. In the cur-

rent papers graphs are used for representation of meaning rather than for ranking; the 

latter naturally appears based on the similarity score. 

  We believe this is a pioneering study in learning a union of parse trees. Instead of 

using linguistic information of individual sentences, we can now compute text similar-

ity at the level of paragraphs. We plan to extend the functionality of the similarity 

component of OpenNLP [14] by the contribution of PT-based algorithms. 
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Abstract. We propose a classification method using a concept lattice,
and apply it to thesaurus extension. In natural language processing, solv-
ing a practical task by extending many thesauri with a corpus is time-
consuming. The task can be represented as classifying a set of test data
for each of many sets of training data. The method enables us to decrease
the time-cost by avoiding feature selection, which is generally performed
for each pair of a set of test data and a set of training data. More pre-
cisely, a concept lattice is generated from only a set of test data, and then
each formal concept is given a score by using a set of training data. The
score represents plausibleness as neighbors of an unknown object, and
the unknown object classified into classes to which its neighbors belong.
Therefore, once we make the lattice, we can classify test data for each set
of training data by only scoring, which has a small computational cost.
By experiments using practical thesauri and corpora, we show that our
method classifies more accurately than k-nearest neighbor algorithm.

Keywords: Formal Concept, Concept Lattice, Classification, Thesaurus
Extension

1 Introduction

In this paper, we propose a method for classifying data that generates a concept
lattice and selects appropriate formal concepts in the lattice. The method enables
us to avoid feature selection superficially in classification by securing storage
enough to maintain both the selected concepts and redundant concepts. This
contributes to saving time in solving practical problems concerning with a great
variety of large data, e.g. thesaurus extension.

Classification can be divided into feature selection and classification with the
selected features. Selecting features, which affects classification results, is very
important, and many methods have been proposed for it [6, 14]. Generally, the
selection is executed for a pair of a set of test data and a set of training data.
Moreover, the selection is time-consuming when the size of these data is large
or many noise are contained in them, as well as when test data are assumed
to be classified into multi-classes. Therefore, classifying raw and large test data
for each of many sets of training data can be costly from a computational point
of view. Our method can overcome the problem. The method generates a con-
cept lattice from a set of test data in advance by following the mathematical
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definitions näıvely. When a set of training data is given, the method gives each
formal concept a score by simple calculation using the training data. The score
represents plausibleness of the concept as a set of neighbors of an unknown ob-
ject to be classified. Then the method selects some of the concepts based on
the score and finds the neighbors. Each unknown object is classified into classes
to which its neighbors belong. The method is thus faster because it uses the
same concept lattice for every set of training data without feature selection. In
addition, we can easily maintain a concept lattice updated with novel test data
using well known methods [4, 17, 19]. Storing such a lattice can be costly, since
the lattice must store both concepts that end up being selected or not. We claim
this disadvantage can be mitigated by the low cost of memory storage.

We apply our method to the problem of thesaurus extension. Thesauri are
semantic dictionaries of terms, and many kinds of thesauri are available now. In
almost of all thesauri, each terms have several semantic definitions, and the def-
initions of terms often vary from a thesaurus to another thesaurus. Corpora are
also linguistic resources of another type that consist of sentences in a natural lan-
guage, and recently some of them contain huge amount of sentences with many
kinds of characteristics generated and attached to them by applying parsers and
syntactic analyzers. Thesaurus extension can be regarded as classification and
has been researched in the area of NLP (natural language processing) [1, 9, 18].
As classification, a thesaurus is a set of training data, and a corpus is a set of
test data. Many proposed methods calculate similarities among terms by using
features of them that are selected from the characteristics contained in a corpus.
Then an unregistered term is put into the original thesaurus properly by finding
registered terms similar to the unregistered term. This is a practical way of the
extension because it is so easy to acquire many syntactic characteristics of terms
for classifying unregistered terms semantically. However, many thesauri to be
extended exist, and the selected features for a thesaurus might not be useful for
another thesaurus. Moreover, these linguistic resources are often updated. These
methods do not take the practical problems in NLP into account. Our method
does not depend on feature selection, but generates a concept lattice without
training data, and is robust to update. We apply thesaurus extension to two
thesauri and two corpora that are freely available.

This paper is organized as follows. First, we introduce the definitions of formal
concepts and concept lattices in the next section. In Section 3, we explain our
classification method based on the definitions, and we compare the method with
related works in Section 4. In Section 5, we define thesaurus extension in terms
of classification, and show our experimental results. Conclusions are placed in
Section 6.

2 Formal Concepts and Concept Lattices

We introduce the definitions of formal concepts and concept lattices according
to [5, 7] with a running example.
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Table 1. An example context K0 = (G0, M0, I0)

m1 m2 m3 m4 m5 m6 m7

g1 × ×
g2 × × ×
g3 × × ×
g4 × × ×
g5 × × ×
g6 × × ×
g7 × × ×

Definition 1 ([7]) Let G and M be mutually disjoint finite sets, and I ⊆ G×M .
Each element of G is called an object, and each element of M is called an attribute,
and (g, m) ∈ I is read as the object g has the attribute m. A triplet (G, M, I) is
called a formal context (context for short).

Example 1 We introduce a context K0 = (G0,M0, I0) as a running example
where G0 = {g1, g2, ..., g7}, M0 = {m1,m2, ..., m7}, and every element of I0 is
represented with a cross in Table 1. For example, the object g4 has the attributes
m2, m4, and m6.

Definition 2 ([7]) For a context (G,M, I), subsets A ⊆ G and B ⊆ M , we de-
fine AI = {m ∈ M | ∀g ∈ A, (g, m) ∈ I }, BI = { g ∈ G | ∀m ∈ B, (g, m) ∈ I }.
A formal concept of the context is a pair (A,B) where AI = B and A = BI .

Definition 3 ([7]) For a formal concept c = (A,B), A and B are called the
extent and the intent respectively, and we let Ex(c) = A and In(c) = B. For
arbitrary formal concepts c and c′, there is an order c ≤ c′ iff Ex(c) ⊆ Ex(c′) (or
equally In(c) ⊇ In(c′)).

Definition 4 ([7]) The set of all formal concepts of a context K = (G,M, I)
with the order ≤ is denoted by B(G,M, I) (for short, B(K)) and is called the
concept lattice of K. For a concept lattice, the least concept is called the bottom
and is denoted by ⊥, and the greatest concept is called the top and is denoted
by ⊤.

Example 2 The concept lattice B(K0) of the context K0 = (G0,M0, I0) given
in Table 1 is shown in Figure 1. Each circle represents a formal concept c ∈
B(K0) with Ex(c) and In(c) on its side. The gray concept and numbers called
scores beside concepts are explained in Section 3. In the figure, each edge repre-
sents an order ≤ between two concepts, and the greater concept is drawn above,
and transitional orders are omitted. In the lattice, the concept c1 is the top and
the concept c11 is the bottom.
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Fig. 1. A concept lattice B(K0) with scores

Definition 5 ([7]) For a concept lattice B(G,M, I), the formal concept γg =

({ g }II
, { g }I

) of an object g ∈ G is called the object concept.

Definition 6 ([7]) For every formal concept c ∈ B(K), the subset of formal
concepts { c′ ∈ B(K) | c′ ≥ c } is denoted by ↑ c and called the principal filter
generated by c.

Definition 7 ([5]) Let S be an ordered set and let x, y ∈ S. We say x is covered
by y if x < y and x ≤ z < y implies x = z.

Definition 8 For a concept lattice B(K), a path is a string of formal concepts
c0, c1, ..., cn satisfying that ci is covered by ci+1 for every i ∈ [0, n − 1], and its
length is n.

Example 3 For the concept lattice B(K0) shown in Figure 1, γg4 = c8 and
↑γg4 = { c1, c2, c5, c6, c8 }. Length of the longest path from ⊥ to ⊤ is four, and
length of the shortest path from ⊥ to ⊤ is three.

In addition, several algorithms have been proposed [4, 17, 19] in order to
update a concept lattice B(K) when a new object or a new attribute is added
to a context K = (G,M, I), e.g. K turns into (G′, M ′, I ′) where G′ ⊃ G, M ′ ⊃
M , and I ′ ⊃ I. Thus we can easily modify a concept lattice by using these
algorithms.

3 Classification with a Concept Lattice

We illustrate our classification method after formalizing classification problems.
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Table 2. An example training set τ0 = (T0, L0)

g ∈ T0 g1 g2 g3 g5 g6 g7

L0(g) { l1, l2 } { l2, l3, l4 } { l4, l5, l6 } { l1, l6, l7 } { l6, l7 } { l1, l7, l8 }

Definition 9 We let L be a finite set that is disjoint with both G and M , and
every element of L is called a label. We assume a function L∗ : G → 2L as a
target classification rule, and L∗(g) is called the set of labels of g.

Each label l ∈ L represents a class. Note that, for every object g ∈ G, the value
of L∗(g) might not be a singleton and might share some labels with the value of
L∗(g′) of another object g′ ∈ G, i.e. L∗(g)∩L∗(g′) ̸= ∅. Therefore this is a multi-
class classification problem and is regarded as an extension of the binary-class
classification problems [11–13].

Definition 10 For a subset T ⊆ G and a function L : T → 2L satisfying that
L(g) = L∗(g) if g ∈ T , a pair (T, L) is called a training set. For a training set
(T, L), every object g ∈ G is called an unknown object if g ̸∈ T , otherwise it is
called a known object.

Example 4 A training set τ0 = (T0, L0) where T0 = { g1, g2, g3, g5, g6, g7 } and
L0 : T0 → 2{ l1,l2,...,l8 } is shown in Table 2. The object g4 is excluded from G0

of the context K0 = (G0,M0, I0) given in Example 1 and is unknown for τ0.

Classification problems can be defined as obtaining a function L̂ : G → 2L, and
a classification is successful when a function L̂ such that ∀g ∈ G. L̂(g) = L∗(g)
is obtained from a given training set (T, L).

Our method is designed for classifying only test data that can be expressed
as a context (G,M, I) and consists of the following steps.

1. constructing the concept lattice B(K) of a context K = (G,M, I),
2. calculating scores of formal concepts using a given training set τ = (T, L),
3. finding the set of neighbors for each unknown object u ∈ G \ T based on the

scores, and
4. deciding a function L̂ by referring L(g) for every known object g ∈ T .

The first step is achieved by simply following the definitions of formal con-
cepts.

In order to find the neighbors, formal concepts are given scores, and some
of the scored concepts are extracted based on their score. The score of every
formal concept is a real number calculated with a training set, and it changes
for another training set.

Definition 11 For every formal concept c ∈ B(K) and a training set τ = (T, L),
we define Ex(c, τ) = Ex(c) ∩ T .
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Definition 12 For every formal concept c ∈ B(K) and a training set τ = (T, L),
we define σ(c, τ) as a real number in [0, 1] and call it the score of the concept c
under the training set τ . The value σ(c, τ) is calculated as follows:

σ(c, τ) =





0 if |Ex(c, τ)| = 0,

1 if |Ex(c, τ)| = 1, and∑|Ex(c,τ)|−1
i=1

∑|Ex(c,τ)|
j=i+1 sim(gi, gj)(

|Ex(c, τ)|
2

) otherwise,

where sim(gi, gj) =
|L(gi) ∩ L(gj)|
|L(gi) ∪ L(gj)|

.

The function sim calculates similarity between know objects gi and gj , and the
function σ calculates the average of similarities among objects in Ex(c, τ). The
purpose of defining the score σ(c, τ) is to estimate similarity among all objects
in Ex(c) that includes not only known objects but also unknown objects.

After scoring formal concepts, the set of neighbors is found for each unknown
object based on the scores. The neighbors are known objects extracted from the
extent of plausible concepts.

Definition 13 For every object g ∈ G in a concept lattice B(G,M, I) and a
training set τ = (T, L), a formal concept c ∈↑γg is called plausible w.r.t. g and
τ if σ(c, τ) ≥ σ(c′, τ) for any other concept c′ ∈↑γg and |Ex(c)| ≥ |Ex(c′′)| for
any other concept c′′ ∈↑ γg such that σ(c, τ) = σ(c′′, τ). The set of plausible
formal concepts w.r.t. g and τ is denoted by p(g, τ) ⊆↑γg.

We intend the score of a formal concept c to represent similarities among objects
in Ex(c). We therefore define objects in Ex(c) ∋ u of the concept c that has
the highest score as neighbors of an unknown object u. However, it sometimes
happens that some formal concepts have the highest score at the same time. In
this case, we define a concept c consisting of the largest size Ex(c) as a plausible
concept. This is based on our policy that, among formal concepts that have the
same score, the larger the size of Ex(c) is, the less the concept c has noises in
Ex(c).

Definition 14 For every unknown object u ∈ G \ T under a concept lattice
B(G,M, I) and a training set τ = (T, L), a set N(u, τ) of neighbors is defined as

N(u, τ) =
∪

c∈p(u,τ)

Ex(c, τ).

At the last step, a function L̂ is constructed as

L̂(g) =

{∪
g′∈N(g,τ) L(g′) if g is unknown for τ = (T, L),

L(g) otherwise.

In this paper, we employed this simple definition although it could be defined
by many ways.
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Example 5 Suppose that we obtained the context K0 = (G0,M0, I0) given in
Example 1 and constructed the concept lattice B(K0) as shown in Figure 1
at the first step. Then, suppose that the training set τ0 = (T0,L0) shown in
Example 4 was given. The score σ(c, τ0) of every formal concept c ∈ B(K0)
under the training set τ0 can be calculated at the second step and is shown as
the number beside each formal concept c in Figure 1. Plausible formal concepts
of the unknown object g4 decided as the third step are represented as gray
and bold circles in Figure 1. There is only one plausible concept c6, and thus
N(g4, τ0) = { g5, g6 }. Finally, we can obtain a function L̂0 at the last step, and
L̂0(g4) = { l1, l6, l7 }.

4 Comparison with Related Works

We concern a task classifying objects in a context for each of many training
sets, and we assume that training sets have multi-classes, and that an object
might be classified into several classes. This is a practical task in NLP (natural
language processing) that is extending many thesauri by using a corpus. Clas-
sification results required by every pair of the context and a training set must
be different each other. Classification thus needs to be executed for each of the
pairs, and the greater the number of the pairs is, the more solving the task is
time-consuming. Our research is motivated to save the time required for the task,
and our classification method can overcome the problem. The proposed method
constructs a concept lattice from a context in advance, and then the method
classifies unknown objects of a training set given later. The same concept lattice
is used repeatedly in order to classify unknown objects of each training set, and
each classification is performed by scoring formal concepts and finding neighbors
of unknown objects. This is based on an idea that as many processes requiring
no training sets as possible should be executed before training sets are given.
Because of this idea, our method is different from some researches.

Learning models based on a concept lattice are proposed in [11–13]. In these
researches, a hypothesis (a set of attributes) is constructed from positive and neg-
ative examples (objects) by using a formal concept lattice, and it is determined
whether an unknown object is positive or not when the hypothesis is acquired.
This is a binary-class classification problem, but unknown objects sometimes
are not classified when hypotheses are not constructed appropriately in these
approaches. Our method certainly classifies unknown objects into malt-classes
by scoring formal concepts. In order to classifying data, some approaches gen-
erate decision trees from concept lattices [2, 12]. The decision tree is generated
for a pair of a context and a training set. Our method however is not intended
to generate decision trees because manipulating a concept lattice that is already
constructed is not preferable in order to reduce the time for the task we concern.

As classification for a pair of a context and a training set, our method is
similar to k-NN (k-nearest neighbor algorithm) [3] on the point that they find
and refer neighbors of an unknown object in order to classify it. However, our
method often decreases the number of the neighbors and does not need to be



Classification by Selecting Plausible Formal Concepts in a Concept Lattice 29

D(     ,      )4g ig <_ 6

D(     ,      )4g ig <_

D(     ,      )4g ig <_

D(     ,      )4g ig <_0

3

2

4g

1g

2g

5g

6g

7
g

a. b.

2c

1c

5c 6
c

8c

1g 2g 3g 4g 5g 6
g

1g 2g 3g 4g 5g

2g 3g 4g 5g 6
g

4g
2m 4m 6m

2m 4m 2m 6m

2m

0

0.2 0.666...

0.187...

0.181...

7g

4g

6g

3g

Ex(    )1c

Ex(    )5c

Ex(    )6c

Ex(    )2c

Fig. 2. Formal concepts ↑γg4 in the concept lattice B(K0) with distance

given the number. In this section, we illustrate such differences between the two
methods with an example, and we describe that the differences cause our method
to classify more accurately.

In the illustration, we use the symmetric difference for measuring dissimilarity
between two objects.

Definition 15 For two objects g, g′ ∈ G of a context (G,M, I), we define a
distance D(g, g′) between g and g′ as

D(g, g′) = | { g }I ∪ { g′ }I | − | { g }I ∩ { g′ }I |.

This distance is also known as the Hamming distance between bit vectors in
information theory. Figure 2.a shows a part of the concept lattice B(G0,M0, I0)
that is a set of formal concepts ↑ γg4 with the order ≤, and Figure 2.b shows
a space that every object g ∈ G0 is placed according to the distance D(g4, g)
from the unknown object g4. From these figures, we observe that each formal
concept c ∈↑γg, as the extent Ex(c), represents a set of objects located within a
certain distance from an object g. It is also found that the greater a concept is,
the more the concept includes many dissimilar objects, i.e. for every g ∈ G and
c′, c′′ ∈↑ γg, max({D(g, g′) | g′ ∈ Ex(c′) }) ≤ max({ D(g, g′′) | g′′ ∈ Ex(c′′) }) if
c′ ≤ c′′.

Suppose that we have the context K0 = (G0,M0, I0) given in Example 1
and the training set τ0 = (T0, L0) given in Example 4, and that we have to find
neighbors N(g4, τ0) in order to complete a function L̂0. As Figure 2.b shows,
the known objects g2, g3, g5, and g6 are nearest to the unknown object g4. In
adopting k-NN, each of the four objects is equally a candidate of a neighbor of g4.
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When k > 4, we have to find k−4 more candidates that are less similar to g4 than
g2, g3, g5, g6, and such candidates might be noises and might decrease accuracy
of obtained function L̂0. Otherwise, we need to reject 4 − k candidates from g2,
g3, g5, g6 according to some policy. The rejection also affects the accuracy if
values of the function L0 for the candidates are different. In this case, the values
of L0(g2), L0(g3), L0(g5), and L0(g6) are mutually distinct, and the value of
L̂0(g4) varies depending on remaining candidates. Therefore, the fixed number
k of k-NN may lead accuracy of obtained function L̂ to be decreased. Generally,
for the purpose of avoiding such problems, feature selection is repeated for each
training set in advance.

By contrast, the nearest objects g2, g3, g5, and g6 are divided into two extents
Ex(c5) = { g2, g3, g4 } and Ex(c6) = { g4, g5, g6 } in our method. The concepts
c5 and c6 are discriminated by their scores, and c6 is more plausible than c5.
Consequently, the objects g2, g3 ∈ Ex(c5) are neighbors of the unknown object g4.
Therefore, the number of the neighbors is often less than one in k-NN. Moreover,
the number is depends on the size of the extent of every plausible concept, so
the number k is not necessary in our method.

We claim that the process of our method, dividing candidates of neighbors
into extents and discriminating them by scores, improves both the precision and
the recall of an obtained function L̂.

Definition 16 Under a target function L∗ and an obtained function L̂, the
precision prec(g) and the recall rec(g) for every object g ∈ G is defined as

prec(g) =
|L̂(g) ∩ L∗(g)|

|L̂(g)|
, rec(g) =

|L̂(g) ∩ L∗(g)|
|L∗(g)| .

Generally, a larger number k of candidates of neighbors results in a lower pre-
cision and a higher recall. While k is fixed for all unknown objects in k-NN, it
is flexible for each unknown object in our method. More precisely, our method
tries to make a precision higher by making k for an unknown object less, but
the method also tries to make a recall higher by making k greater when it can
keep a precision high. Thus, the two values are better than ones in k-NN. We
confirm this assertion by experiments in the next section.

5 Thesaurus Extension and Experiments

We cast the problem of thesaurus extension as a classification problem to which
we apply the method proposed in this paper. A thesaurus is a dictionary register-
ing terms based on their senses. It is common to all thesauri available now that
every registered term (known object) is sorted according to some senses (classes).
Extending a thesaurus is putting an unregistered term (unknown object) on some
proper positions corresponding to senses in the thesaurus. It is a classification
problem defined in Section 3 when we regard a training set τ = (T, L) as an
original thesaurus, T as a set of registered terms, L(g) for every term g ∈ T as a
set of labels identifying its senses, and unknown objects as unregistered terms.
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In this section, we compare our method with k-NN (k-nearest neighbor algo-
rithm) [3] on the point of accuracy by experiments before illustrating resources
used in the experiments.

5.1 Contexts and Training Sets for Experiments

We prepared two Japanese corpora, a case frame corpus published by Gengo-
Shigen-Kyokai (which means “Language Resource Association” in English) [8]
and the Google 4-gram [10], and two Japanese thesauri, Japanese WordNet 1.0
[15] and Bunruigoihyo [16]. We generated the set G1 of 7,636 nouns contained by
all of these linguistic resources. For our experiments, we constructed a context
K1 = (G1,M1, I1) from the case frame corpus and a context K2 = (G1,M2, I2)
from the Google 4-gram so that they satisfy I1 ∩ I2 = ∅. Additionally, we con-
struct the third context K3 = (G1,M3, I3) where M3 = M1∪M2 and I3 = I1∪I2.
We also constructed a pair (G1, L1∗) from Japanese WordNet 1.0, and (G1,L2∗)
from Bunruigoihyo. We generated ten training sets from each pair in each ex-
periment adopting 10-fold cross validation.

Table 3 shows the statistics for the three concept lattices of the three contexts.
Numbers on the row beginning with “max | { g }Ii |”, “min | { g }Ii |”, and “mean

| { g }Ii |” respectively represent the maximum, the minimum, and the mean of
the numbers of attributes that an object g ∈ G1 has. Numbers on the row of
“mean |Ex(c)|” represent the mean of |Ex(c)| of every formal concept c ∈ B(Ki)
for i ∈ { 1, 2, 3 }. Every numbers on the row beginning with “max height” and
“min height” respectively indicate length of the longest and the shortest path
from ⊥ to ⊤. Observing the table, we find that every object has a few attributes
in all of the three contexts, and that every formal concept c ∈ B(Ki) splits the
objects into small groups. In other words, formal contexts constructed from the
practical corpora are very sparse, and, for all concepts, not so many objects are
needed to score it.

Table 4 shows the statistics for the pairs. Numbers on the row beginning
with “max |Li∗(g)|”, “min |Li∗(g)|”, and “mean |Li∗(g)|” respectively indicate
the maximum, the minimum, and the mean of |Li∗(g)| of every object g ∈
G1 for i ∈ { 1, 2 }. Note that, in both of the two thesauri, many terms have
several senses, and many senses are represented by several terms, i.e. |Li∗(g)| > 1
and Li∗(g) ∩ Li∗(g′) ̸= ∅ for many terms g, g′ ∈ G1. They have quite different
definitions of terms. Moreover, we have to note that the two thesauri share no
identifiers of senses, i.e. L1∗(g) ∩ L2∗(g) = ∅ for every term g ∈ G1. In the
remains of this subsection, we describe contents of the contexts and the pairs in
detail.

The case frame corpus, which is used for construct the context K1, consists of
case frame structures that are acquired from about 1.6 billion Japanese sentences
on the Web by syntactic analysis. In Japanese, every predicate relates to some
nouns with some case terms in a sentence, and such relations are called case frame
structures. In K1 = (G1,M1, I1), every element of M1 is a pair of a predicate
and a case term that the predicate relates to a noun in G1 with the case term in
the corpus, and every element of I1 is such a relation between a noun in G1 and
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Table 3. Statistics for the concept lattices

B(K1) B(K2) B(K3)

|G1| 7,636 7,636 7,636
|Mi| 19,313 7,135 26,448

max | { g }Ii | 17 27 32

min | { g }Ii | 1 1 2

mean | { g }Ii | 3.85 4.70 8.55
|B(Ki)| 11,960 20,066 30,540

mean |Ex(c)| 2.55 6.04 4.89
max height 6 9 10
min height 2 2 2

Table 4. Statistics for the thesauri

(G1, L1∗) (G1, L2∗)
|G1| 7636 7636

| ∪g∈G1
Li∗(g)| 9560 595

max |Li∗(g)| 19 9
min |Li∗(g)| 1 1

mean |Li∗(g)| 2.19 2.89

Table 5. A context from case frame structures

⟨hoeru,ga⟩ ⟨hoeru,ni⟩
inu ×

otoko ×

Table 6. A context from 4-grams

ga otoko ni hoete iru

inu × × ×
otoko × × ×

a pair in M1. For example, in a Japanese sentence “inu ga otoko ni hoete iru(in
English, A dog is barking to a man)”, the predicate “hoeru(bark)” relates to the
noun “inu(dog)” with the case term “ga(be/do)” and also relates to the noun
“otoko(man)” with the case term “ni(to)”. These relations are represented as
(inu,⟨hoeru,ga⟩) and (otoko,⟨hoeru,ni⟩) respectively and are shown in Table 5.
Note that the corpus also has the frequency of each relation, and we used only
relations satisfying 0.05 ≤ (f/n) ≤ 0.95 where f is the frequency of a relation
and n is the sum of the frequencies of relations including the same noun that
the relation holds.

The Google 4-gram, which is used to construct the context K2, is acquired
from about 20 billion Japanese sentences on the Web. A Japanese sentence can
be regarded as a string of POSs (part of speech) that are words included in
the sentence, and a 4-gram is a string of POSs whose length is four. In K2 =
(G1,M2, I2), every element of G1 is the first POS, and every element of M2 is
POS following the first in a sentence, and every element of I2 is a relation of
“following”. For example, from the same sentence “inu ga otoko ni hoete iru” that
is a string of six POSs, we can obtain two 4-grams starting with a noun, “inu ga
otoko ni” and “otoko ni hoete iru”, and the context shown in Table 6 is obtained.
This corpus also has the frequency of each 4-gram, and, in order to construct
(G1,M2, I2), we use only 4-grams satisfying the condition 0.05 ≤ (f/n) ≤ 0.95
(f is the frequency of a 4-gram and n is the sum of the frequencies of 4-grams
containing the same noun the 4-gram holds).

Japanese WordNet 1.0 is used to construct the pair (G1, L1∗), and we use
values called lemmas in the thesaurus as terms. Bunruigoihyo is used to con-
struct the pair (G1, L2∗), and we use values called midashi-honntai (entry) in
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Table 7. Accuracies of obtained functions L̂1 and L̂2

(G1, L1∗) (G1, L2∗)
method precision recall precision recall

K1 = (G1, M1, I1) our method 0.039 0.274 0.164 0.533
1-NN 0.026 0.024 0.103 0.103
5-NN 0.007 0.036 0.031 0.150
10-NN 0.004 0.038 0.016 0.169

K2 = (G1, M2, I2) our method 0.007 0.079 0.028 0.248
1-NN 0.007 0.007 0.027 0.027
5-NN 0.002 0.013 0.014 0.070
10-NN 0.002 0.018 0.010 0.100

K3 = (G1, M3, I3) our method 0.030 0.072 0.132 0.250
1-NN 0.009 0.009 0.039 0.039
5-NN 0.004 0.018 0.017 0.085
10-NN 0.002 0.024 0.011 0.116

the thesaurus as terms and use values called bunrui-bango (class number) in it
as senses.

5.2 Experimental Results

We carried out experiments to compare our method with k-NN (k-nearest neigh-
bor algorithm).

In the experiments, both our method and other methods were executed with
six combinations of the three concept lattices B(Ki) for i ∈ { 1, 2, 3 } and the
two pairs (G1, Lj∗) for j ∈ { 1, 2 }. We adopted 10-fold cross validation on all
combinations. On each combination, the set of objects G1 was split into ten
sets Ul for l ∈ { 1, 2, ..., 10 } that are almost equal about their size. The l-th
classification was executed for a concept lattice B(Ki) and a training set (G1 \
Ul, Lj∗). We used the precision and the recall in order to evaluate accuracy of
both methods. The precision and the recall of a method are mutually defined as
the means of precisions and recalls of the ten classifications, and the precision
and the recall of the l-th classification are defined as the means of the values
of the obtained function L̂j for unknown objects Ul. We have to note that our
research is intended to solve a task classifying unknown objects in a contest for
every one of many training sets, but each classification in the experiments was
executed for a pair of a context and a training set.

We compare our method with k-NN for k ∈ { 1, 5, 10 } and show the results
in Table 7. In the table, every value is rounded off to the third decimal place.
The results shows our method is better than k-NN in both the precision and
the recall over the combinations. The results shows that we can conclude that
this is due to the fact that our method is more flexible than the others on the
numbers of neighbors.
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6 Conclusions

We proposed a classification method that uses a concept lattice and introduces
scores of concepts in order to find neighbors of each unknown object. The method
tries to make a precision higher by making the number of the neighbors less, but
the method also tries to make a recall higher by making the number greater
when it can keep a precision high. Moreover, the method does not need feature
selection by using the lattice and the scores. We intend the method to apply
a task that classifies a set of test data for every one of many sets of training
data. The task is practical in NLP, e.g. thesaurus extension By avoiding fea-
ture selection, the method has an advantage of time-cost in the task. We made
sure that our method classifies unknown objects more accurately than k-NN
(nearest neighbor algorithm) [3] by experiments applying both of the methods
to thesaurus extension.

The classification results given in Figure 7 shows that the accuracy of our
method is not enough although it is better than ones of the other method. The
results also show that the accuracies vary over combinations of concept lattices
and training sets. It is expected that the variation depends especially on the
structure of a concept lattice because the structure affects directly what kind
of object a formal concept contains in its extent. Therefore analyzing relations
among structures of the lattices and classification results would be a future work
for improvement in the accuracy.
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Abstract. A new approach for detecting duplicates in ontology built on
real redundant data is considered. This approach is based on transforma-
tion of initial ontology into a formal context and processing this context
using methods of Formal Concept Analysis (FCA). As a part of a new
method we also introduce a new index for measuring similarity between
objects in formal concept. We study the new approach on randomly gen-
erated contexts and real ontology built for a collection of political news
and documents.

1 Introduction

One of the most generic ways to represent structured data is an ontology [2].
A common way to build an ontology is its automatic or semi-automatic gen-
eration from unstructured data (usually text). The problem of this approach
is data redundancy, because different sources of information often contain du-
plicated information. Detecting and elimination of redundancy directly at the
ontology building (or extending) stage (for instance, via pairwise comparison of
new objects with existing ones) is not very effective because such an approach
significantly increases burden on the expert who makes final decisions. More-
over, in real world redundant data comes to ontology unevenly and it makes
sense to eliminate redundancy not every time when an ontology renews but do
it at longer intervals. The duration of intervals can be determined by features of
a particular domain.

In this work we consider a new method for effective identification of redun-
dancy in data represented by an ontology. This method can be either used as an
automatic detector of a list of potential duplicate objects or as a recommenda-
tion system. Algorithm is realized via union of closed sets of objects and based
on Formal Concept Analysis methods [1].

2 Basic definitions

Formal Concept Analysis (FCA) [1] is an applied branch of lattice theory. From
data analysis point of view, methods used in Formal Concept Analysis belong
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to methods of object-attribute clustering. FCA considers not clusters of ob-
jects without their attribute descriptions, but groups of objects and attributes
strongly related with each other.

Definition 1. A formal context K is defined as a triple (G,M, I), where G is
called a set of objects, M is called a set of attributes, I ⊆ G ×M is a binary
relation specifies which objects have which attributes.

If g ∈ G, m ∈M and gIm, the object g has the attribute m.

Definition 2. The derivation operators (.)′ are defined for A ⊆ G and B ⊆M
as follows:

A′ , {m ∈M | gIm∀g ∈ A}, B′ , {g ∈ G | gIm∀m ∈ B}

Definition 3. Formal concept of the context K = (G,M, I) is a pair (A,B),
where A ⊆ G, B ⊆M , A′ = B and B′ = A. The set A is called the extent, and
B is called the intent of the concept (A,B).

Definition 4. A concept (A,B) is a subconcept of (C,D) if A ⊂ C (equivalently
D ⊂ B). In this case (C,D) is called a superconcept of (A,B).

The set of all concepts of K ordered by subconcept-superconcept relation forms
a lattice, which is called the concept lattice β(K).

3 Problem statement

The problem solved in this paper is to search for duplicate objects in an ontology,
i.e objects describing the same object in the real world. The original problem
was posed by analysts of Avicomp company. Their main interest is to search
for duplicate objects describing people and companies in an ontologies built by
the automatic semantic processing flow of news texts. Currently, this problem
in Avicomp is solved by methods based on the Hamming distance and a variety
of additional heuristics.

The input to the algorithm takes an ontology constructed from text sources.
An ontology contains objects of different classes. Objects can involve relation-
ships, appropriate to their classes. The number of detected features and links
between object can vary greatly. Some objects describe the same object in the
real world.

At the output the algorithm should return lists of objects that have been
detected as duplicates. The algorithm must have high precision because the
returning of two different objects as duplicates is more critical error than not
detecting some of the duplicates of the object.
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4 A method of duplicates detection

The algorithm of duplicates detection consists of several stages:

1. Transformation of a source ontology to a multi-valued context.
2. Scaling multi-valued context.
3. Building the set of formal concepts of the context.
4. Building the set of potential duplicate objects.

4.1 Transformation of a source ontology to the multi-valued context

The source (instance of) ontology is transformed to the multi-valued context as
follows:

1. A set of context objects is a set of objects O of the ontology.
2. A set of context attributes is a set M = L ∪ C ∪R, where:

– L is a set of all features defined by all ontology classes,
– C is a set of binary attributes, which characterize object classes,
– R is a set of binary attributes, which describe relations between ontology

objects. Any relation p(x, y) between ontology objects x and y generates
two binary attributes in the context: p(x, ) and p( , y). They correspond
to the relations p from x and p to y. An object z has an attribute p( , y)
in context iff there exists a relation p from z to y in the source ontology.

3. Each object is incident to the values of its source attributes. Also, each object
gets a special value null for those attributes not incident to it or those
whose incidence to the object is unknown. Also it gets binary attributes,
corresponding to the object’s class (and all of its superclasses) and relations
between this object and other objects.

4.2 Scaling multi-valued context

The multi-valued context is converted to a binary context by means of scaling [1,
3]. Attribute sets C and R are binary. Attribute set L is scaled depending on the
type of attribute. As a rule, many attributes describe nonquantitative attributes
of objects (e.g., a persons name, a company name, etc.). Moreover, many quan-
titative or numerical data are such that an approximated similarity by these
attributes does not mean the similarity of objects. By way of example, if two
company objects have attributes 2005 and 2006 as their year of establishment,
the proximity (failure to match) of these attributes does not make us sure that
the objects describe the same company; they more likely produce the opposite
effect. For such attributes, only matching of their values makes sense and if the
values are different then the distance between them does not matter. Such at-
tributes are scaled by a nominal scale, i.e., its own binary attribute corresponds
to each attribute value. In other attributes, some other scaling types are used
such as:
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– Interval type: the transformation of an attribute A into a set of binary at-
tributes of type a ≤ A < b. In this case, the intervals [a, b) can be both
disjoint and overlapping.

– Ordering : an attribute A is transformed into a set of binary attributes of
A > b type.

– Other scaling types which, in an experts opinion, can characterize the simi-
larity of duplicate objects in the best way.

The experiments on the generated data and a real ontology use only nominal
scaling; however, this does not restrain the generality of the proposed approach.

4.3 Building set of formal concepts of the context

There are several effective methods for building sets of formal concepts of the
formal context. In this work the AddIntent [7] algorithm was used.

4.4 Formal concepts filtering

After building the set of formal concepts it is necessary to distinguish formal
concepts having an extent which includes only duplicates of the particular object.
Building special indices to filter concepts we have to consider all main features
of these concepts. First, index must increase if the number of attributes which
are different for objects in a extent decreases all other things being equal. To take
into account this property we used the following index:

I1(A,B) =
|A||B|∑
g∈A |{g}′|

(1)

The second feature that an index must fulfill is — it must increase when the
number of common attributes is increasing, all other things being equal. As a
result we used an index that has got this feature:

I2(A,B) =
∑

m∈B

|A|
|{m}′| (2)

The final index DII is a combination of two indices described earlier. In our
work we used the following combination variants:

1. Linear combination of indices:

DII+ = k1I1 + k2I2 (3)

2. Product of indices with power coefficients:

DII∗ = Ik11 ∗ Ik22 (4)

Absolute values of the coefficients have an influence only to the value of a thresh-
old and filtering quality depends on the coefficients correlation in the index for-
mula. So we can specialize indices family without loss of the optimum and take
1 as a value for the one of the coefficients:

DII+ = I1 + kI2, k > 0, (5)

DII∗ = I1 ∗ Ik2 , k > 0 (6)



40 Dmitry A. Ilvovsky, Mikhail A. Klimushkin

4.5 Forming the set of potential duplicate objects

The lists of objects that the algorithm returns as potential duplicates are ob-
tained from those formal concept extents that have high value of index. The
algorithm have two work modes: automatic operation mode and semi-automatic
operation mode with an expert assistance.

In automatic mode the algorithm filters formal concepts by the threshold
of the developed index. At this stage, various heuristics can be added that are
hard to account for by means of the index. Then the algorithm prepares the
lists of duplicate objects. We assume that the binary relation “be a duplicate”
is transitive and it holds for objects in a selected formal concept. In this case
to find lists of duplicates we should find connected components in the graph of
objects with the ”duplicate” relation.

In semi-automatic operation mode with an expert assistance the algorithm
consequently offers expert estimate concepts in descending order of DII values.
The lists of duplicates are built as soon as an expert gives answers. Before asking
an expert to estimate the concept the algorithm searches for all lists of duplicate
objects with non-empty extent intersections with this object. If this extent is
included in one of the lists then this concept is not offered to the expert. So the
algorithm gets the list of objects corresponding to the current mark up made
by the expert. Furthermore, the expert can stop the estimating process at each
step and receive the formed lists of duplicate objects.

5 Experiments on artificially generated formal contexts

Basic experiments were conducted on artificially generated data with the dupli-
cates known in advance in order to obtain statistical evaluation of the quality
of the developed algorithm. Thus, this enables us to evaluate the quality of
the method based on a large scope of input data and qualitatively compare it
with the most widespread alternative approaches. Along with this, in the data
generation, the features of ontology were taken into account to extrapolate the
obtained results onto real data.

5.1 Input data generation

Various quality metrics on artificially generated contexts were used in order to
evaluate the method quality. The generated formal contexts in this case have
the properties of the contexts that were obtained from ontologies.

First, the generated contexts must contain a large number of objects and
attributes. It is assumed that the objects will be measured in tens of thousands.
The number of binary attributes is comparable to the number of objects, since
many objects contain unique or rare attributes.

In this case, each object has a relatively small number of attributes. Their
quantity does not exceed several tens. Therefore, the context is strongly scat-
tered and despite its large dimension it has a relatively small number of formal
concepts: from 5000 to 30000.
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Second, the number of object attributes varies considerably and, as a rule,
satisfies the Mandelbrot law, i.e., the number of attributes is in reverse propor-
tion to the object range among the objects that are ordered by the number of
their attributes.

The third property that is regarded in the context generation is an irregular
distribution of attribute frequencies. Commonly, the attribute frequency is in-
versely proportional to its range in the sequence that is ordered by the frequency
of the appearance of the attribute in the context objects. Upon generating unique
objects, an input context was generated. An object in the context was generated
for each object in the following way: each object attribute was added with a
certain probability to the set of object attributes in the context. For some initial
objects, several objects were thus generated. The obtained objects were taken
as the duplicates of the same object.

5.2 Comparative analysis of the methods for detecting duplicates

As alternative methods we considered methods of pairwise comparison based on
Hamming distance and absolute similarity. Also we considered the method which
is similar to ours: the difference was in the use of extensional stability index [4,
8] instead of our index.

The method based on the concept extensional stability S. Kuznetsov
was the first to introduce the formal concept stability in 1990 [4]. Later, in
work [8], it was proposed to distinguish extensional and intentional stability. In
our work, we deal with extensional stability since we assume that the objects
that are considered as duplicates must be strongly related to a large number of
attributes and have a small number of individual attributes. A formal concept
they generate must be stable to the elimination of individual attributes.

The algorithm for searching for duplicates is similar to the basic method,
viz. the most (extensionally) stable concepts are deleted from the set of formal
concepts. Then it is assumed that the objects from the extent of the stable
formal concept are the duplicates of the same object. The relationship R “to be
duplicates” is built by the set of the chosen formal concepts. Then connectivity
components for this relation are sought. The obtained components are given to
the input as the lists of duplicate objects.

The method based on absolute similarity This method is based on the
pairwise comparison of objects. Duplicate objects are assumed to have a large
number of general attributes. Therefore, the number of general attributes serves
the criterion of object similarity. The indicator that is based on this measure is
the threshold of the quantity of general attributes.

The algorithm receives an incoming square similarity matrix A : A[i][j] =
k ⇔ the ith and jth objects have k general binary attributes and the threshold
t(N).
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The matrix A and the threshold are used to build an adjacency matrix B :
A[i][j] > t⇒ B[i][j] = 1.

The adjacency matrix (similarly to the ingress matrix) is symmetrical and
describes the similarity relationship R. Proceeding from the fact that the rela-
tionship ”to be a duplicate“ is an equivalence relationship and possesses transi-
tivity, its transitive closure R∗ is built using the obtained relationship R. The
equivalence classes in R∗ correspond to the object groups that are the dupli-
cates of the same object. The same result can be obtained by detecting all the
connectivity components of the relationship R.

The asymptotic complexity of the algorithm by time is O(n2 ∗m), where n is
the number of objects in the formal context and m is the number of attributes.

The method based on Hamming distance The algorithm for detecting
duplicates is based on the pairwise comparison of objects. The Hamming dis-
tance serves as the metric of similarity. First, a square matrix of the distances
between objects is built. Then, using the obtained matrix A and a specified
threshold t(N) the matrix B of the relationship R ”to be a duplicate“ is built:
R : A[i][j] > t ⇒ B[i][j] = 1, (xi, xj) ∈ R. The obtained relationship will be
reflective and symmetrical. The connectivity components are sought by this rela-
tionship. The objects that enter the same connectivity component are considered
as the duplicates of the same object.

The asymptotic complexity of the algorithm is similar to that of the algorithm
based on absolute similarity, viz. O(n2 ∗m), where n is the number of objects in
a formal context and m is the number of attributes.

5.3 The results

We used a few quality metrics for comparison of methods: recall, precision, av-
erage value of recall when precision is 100%, Mean Average Precision (MAP):

MAP (K) =

∑|K|
i=1AveP (Ki)

|K| (7)

AveP (k) =

∑
c∈Ck

(P (c))

|Ck|
, (8)

where K is set of contexts, Ck is set of relevant formal concepts of the context
k, P (c) is number of the relevant concepts between all of the concepts having
range (value of index) not lower than the concept c.

For the evaluation of the new method optimal coefficients for the index were
primarily chosen. The coefficient was chosen using one of the generated contexts.
The network on the positive real line was taken and the MAP index was max-
imized on it. Therefore, the coefficients for the used variants of the index DII
were obtained:

DII+ = I1 + 0.25I2, (9)
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DII∗ = I1 ∗ I0.182 (10)

The algorithm with this index was compared with the alternative methods
for searching for duplicates. In order to build the function of algorithm precision
versus its recall, several tens of different thresholds were specified and then for
each threshold, the recall and the precision were calculated.

The method based on extensional stability demonstrates good results at a
high index threshold. At a threshold above 0.5 only formal concepts that have
duplicates are chosen. At a threshold below 0.5, the algorithm precision drops
on average to 10%, since a large number of formal concepts with stability 0.5
are one attribute concepts that do not characterize duplicate objects.

The algorithm for searching for duplicates using Hamming distance has shown
relatively low results. The Hamming distance takes into consideration only dis-
tinctions in attributes rather than the quantity of general attributes

The algorithm based on absolute similarity proved to be the most efficient
among the considered alternative algorithms. In most cases, a large number of
common attributes in a pair of objects means that these objects are duplicates.
The disadvantage of the index is that it disregards the distinctions between
objects.

The algorithm based on the new index demonstrated better results than the
alternatives considered. The main distinct feature of the new method is small
decrease of precision (down to 90%) while recall increases up to 70%. The results
for DII+ and DII∗ are very similar. The difference is in that the behavior of
DII∗ is less stable, viz., while sometimes making errors at a large threshold
the algorithm did not make errors at a low threshold and detected 42% of the
duplicates

Table 1. Max. recall with abs. precision

Algorithm Max. recall
with 100% precision

Abs. similarity 6.22%
Hamming distance 0.56%
e-stability index 22.44%
DII+ index 21.78%
DII∗ index 9.49%

6 Expirements on a real ontology

The ontology for tests was built by Avicomp. This ontology was built and ex-
tended automatically by semantic analysis of several political news sites. The
OntosMiner [13] programming tool set was used. The ontology contains 12006
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Table 2. Mean Average Precision

Algorithm MAP

e-stability index 0.4992
DII+index 0.9352
DII∗ index 0.9382

Table 3. Optimal thresholds and search quality

Algorithm Threshold Recall Precision

Abs. similarity 3.5 19.35% 98.82%
Hamming distance 0.5 34.37% 86.32%
e-stability index 0.5 22.44% 100%
DII+ index 1.15 40.09% 99.58%
DII∗ index 0.9 31.8% 99.55%

objects of different classes. We used our algorithm for detecting duplicates with
objects belonging to classes “Person” and “Company”. The ontology contains
9821 such objects. Though we searched for duplicates only in two classes we used
all classes and relations between objects and classes in ontology as attributes of
objects in these classes.

A rather simple heuristical constraint was added in the algorithm based on
the new index DII (the DII+ variant was used): we filtered out concepts which
contained objects having different values of attribute Name or Last name. The
algorithm detected 905 group of objects. Group size ranged from 2 to 41 objects.
The largest groups found by the algorithm described such people as Benjamin
Netanyahu (41 objects), Julia Tymoshenko (35 objects), Vladimir Putin (34
objects), Dmitry Medvedev (33 objects), Steve Jobs (31 objects) etc. However,
the main part of the detected groups contains 2 to 4 objects.

With experts assistance we estimated the precision of our algorithm. We
could be sure that 98% of the detected groups consist of duplicates. Very often
we can see groups, where attributes Name and Last name are not common, but
other attributes and relations let the algorithm place these objects in one group.
For instance, the algorithm detected 7 objects, describing Ksenia Sobchak and
having only 1 common ontology attribute but brought together because of same
relations with other objects.

It is necessary to point out that attribute weights in index I2 let algorithm
detect large groups of objects describing Putin, Tymoshenko, Medvedev etc.
The key feature of these objects is that all of them have a lot of attributes and
relations that differ from other objects.
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7 Conclusions

In this work a new algorithm for the detection of duplicate objects was intro-
duced. The algorithm is based on methods of Formal Concepts Analysis. In
particular a index for ranking formal concepts was proposed. The index allows
one to select the set of concepts containing only duplicate objects with high accu-
racy. The proposed method was compared with other approaches to the solution
of the problem of data duplication on randomly generated data and real ontol-
ogy data. Experiments demonstrated the effectiveness of the new index. Further
work will consist of estimating recall of the new method on a real ontology.
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Abstract. A Galois connection is stated between a knowledge base and
queries over this knowledge. Queries are stated as conjunctions. Both the
knowledge and queries are represented by certain graphs. This Galois
connection gives rise to lattices of pattern concepts implicitly contained
in the theory (all derivable facts) over the knowledge base.
The formal foundation for browsing such lattices and a realisation in
terms of a prototype tool is outlined. Data types may be assigned to
individual columns of tables in the database. A type assignment corre-
sponds to an extension of the query language and incorporates additional
knowledge into the process of concept creation. Type and derivation sup-
port in the tool may be provided by pluggable modules. In the examples
in this paper, only the numeric type and concrete, stored relations are
featured.

Keywords: Database Browsing, Pattern Concepts, Formal Concept Anal-
ysis, Knowledge Representation, Many-Sorted Logics

1 Introduction

The paper presents a prototype of a FCA browser for knowledge bases and
its formal foundation. The browser allows interactive access to the content of a
database. Via a command-line interface, concept lattices over relational data can
be traversed. Each concept intent corresponds to a logical formula (or query) in
one or more free variables, using relational expressions over function terms with
variables where the functions range over primitive and user-defined data sorts.

Each extent is the corresponding table of results. There is one concept lattice
for each set of free variables; the user can cross over into different lattices during
navigation (thus changing variables in the result set). We will see that each
concept lattice arises from a suitably defined pattern structure [5] (stretching
the definition a bit), and pattern concepts have indeed been considered for the
representation of logical formulas [5, p.129]. Further references and details of
the approach can be found in [10], although many-sorted logic has not been
considered there.

The formalisation of FCA navigation includes concrete (stored) and abstract
(computed) relations derived by domain-specific conditional logical rules and/or
relational algebra operations (SQL). Domain knowledge rules need to capture

– derived relations (e.g. computing relatives based on a network of parent-child
relationships);
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– domain-specific interpretations of object attributes, incl. common taxonomies
and discretizations (e.g. age range of legal childhood, adulthood, retirement
in social insurance databases etc.)

– representation invariants abstracting from syntactic and computational de-
tails of the representation incl. relational algebra, and independent of the spe-
cific database platform. While representations are typically realised impera-
tively, occassionally such invariants are required to manipulate and transform
queries or tables for the purpose of navigation.

We call these rules abstract, in particular, because they are independent of
specific sets of concrete relation tables, and hence remain invariant across dif-
ferent concrete databases for the given domain and also across updates of the
same database. Although our browser prototype does not include an inference
engine, such a module can be interfaced easily by storing the results of external
reasoning steps as special tables accessible to the browser, on-the-fly. Here we
focus on the connection with FCA lattices.

For the purpose of this paper, we interpret many-sorted logics in an algebraic-
categorical framework – a view that has gained wide acceptance in the semantics
of programming languages, abstract data types, knowledge representation and
behaviour specification over several decades. It goes back to universal algebra
[7] and work on formal specification and abstraction since the seventies (cf. e.g.
[3, 4, 1]). In the interest of readability of the paper to a broad FCA audience, we
limit ourselves to an overview and introduce notation only where necessary to
be able to follow the core examples and algorithms presented in the paper. A
complete formal exposition is beyond the scope of this paper and this conference.

The paper is organised as follows. In Section 2 we review relevant existing
work on many-sorted structures and logics and summarise our notation; section
3 presents some technical advanced many-sorted structures that form the basis
for our FCA-centric approach to patterns and queries; section 4 focuses on the
browser, both in terms of the core algorithm and the user interface for navigation.
Finally Section 5 provides some links to related work.

2 Many-Sorted Structures and Logics

In this section we briefly summarise basic notations and formalisation used in
the rest of the paper. The algebraic-categorical view of abstract data types and
data analysis has developed in line with model theory: syntax is captured in sig-
natures limiting the construction of well-sorted terms and atomic formulae over
algebras (data and functions) or structures (algebras plus relations) as models.
Terms are sorted to represent data of primitive sorts abstractly, independent of
a specific interpretation by a data domain. For example attributes, arithmetic
or logical operators appearing in logical formulae or database queries may be
sorted, as in the example below, where Anne is a constant of sort person, age
is a numeric attribute of an object and Parent is a binary predicate on sort
person. For flexible abstract many-sorted definitions we permit so-called order-



A Database Browser based on Pattern Concepts 49

sorted models, i.e., where sorts are partially ordered. bool and int are assumed
to be built in primitive sorts. object is a built-in maximal sort.

sort int < number, person < object

Anne,Bob,Chris,Dora,Emily: → person

+ : number × number → number

< : number × number → bool

age: object → int

Parent: person × person

female,male: person

As we will see later, the sort order abstracts from a corresponding subset rela-
tionship between corresponding data domains. We also allow so-called ‘mixfix’
notation for function and predicate symbols as known from platforms realising
algebraic-categorical forms of many-sorted type or logical specifications, such
as OBJ3 [6], CASL [1], and ELAN [2, 9]. For instance, + indicates the two
argument positions for this binary infix operator ‘+’. Signatures. Formally,

Parent

c0 c1

Anne Bob

Anne Chris

Bob Dora

Bob Emily

age

c0 c1

Anne 59

Bob 31

Chris 27

Dora 7

Emily 3

META

table column type

Parent c0 person

Parent c1 person

male c0 person

female c0 person

age c0 person

age c1 numberfemale

c0

Anne

Dora

Emily

male

c0

Bob

Chris

Fig. 1. Database

a many-sorted signature is a triple Σ = (S, F, P ) where S is a finite partial
order (of elements called sort symbols or sorts for short), F = (Fu,s)u∈S∗,s∈S
is a pairwise disjoint family of sets of symbols (called function symbols) and
P = (Pu)u∈S∗ is a family of pairwise disjoint sets of symbol (called predicate
symbols). For f ∈ Fu,s (or p ∈ Pu) we set dom(f) = u (or dom(p) = u, respec-
tively) and cod(f) = s (read ’domain’ and ’codomain’ respectively). As usual for
abstract types and many-sorted logics, signature morphism remap sorts, func-
tion and predicate symbols preserving domains, codomains and sort order. We
use TΣ,s to denote the set of well-formed terms of sort s and AΣ the set of
well-formed atoms p(t1, . . . , tn) for p ∈ Pu, u = s1 · · · sn, ti ∈ TΣ,si(1 ≤ i ≤ n).

Elimination of junk. Many-sorted approaches are interesting to us as they
reduce the search space for inferencing and navigation: ill-sorted terms and for-
mulae can be recognised efficiently, and in fact eliminated syntactically. This
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reduces the search space significantly and eliminates massive amounts of so-
called ’junk data’ in terms of ill-sorted elements, in particular in queries and
auxiliary formulae occuring in searches.

Example database. Before we formalise concrete models, let us look at a
example database as a concrete model in terms of sets and tables.

A database table corresponds to (a) a relation interpreting a corresponding
predicate symbol, or (b) a function from a set of columns (arguments) to a
column (result), or (c) a set of attributes mapping the rows (object keys) to
attributes, thus encoding functions similar not unlike (b). For example in Fig.
1, the table named Parent contains all pairs (p, p′) such that Parent(p, p′) is
valid, while the table age maps persons to their ages. Column are representing
attributes including selectors of components in tuples. For example c0 in the age
table selects the person component of the table rows etc. Queries supported
by the database are constrained by the signature and the logical connectives
permitted in the structure of formulae outside the algebraic structure captured
by the signatures. For concrete databases and in our prototype implementation,
we assume the existence of a META table (see Fig. 1) which represents the
signature information relevant for the tables in the database. The remaining
signature (outside the data base) represents operators on data types in the tables
or relations that can be computed from the data base using queries.
Many-sorted structures. Given a many-sorted signature Σ, a Σ-structure
D = 〈(Ds)s∈S ;F ,R〉 has a family of carrier sets Ds (aka domains) sorted and
ordered by S and families of sets of functions and relations compatible with the
prescribed domains and codomains of functions and predicate symbols in Σ. The
partial order of sorts is interpreted as subsorting: Ds ⊆ Dt if s ≤ t. Functions
are total on their domains.1 For readability in concrete examples we also denote
Ds by sD (the interpretation of sort s in D). Likewise, for f ∈ Fu,s (p ∈ Pu)
we denote the corresponding function in D by fD (or pD respectively). It is
well-known that the term structure TΣ := 〈(Ts)s∈S ;F, P 〉 with empty relations
forms the free Σ-structure. Homomorphisms between Σ-structures are weak, i.e.
preserve definedness but not necessarily undefinedness of relations. They are
called strong if they also preserve undefinedness.

The formal structure underlying the database in Fig. 1 has for example:

personD = {Anne,Bob,Chris,Dora,Emily},
AnneD = Anne, . . . , EmilyD = Emily,

numberD = {3, 7, 27, 31, 59, ...},
ParentD = {(Anne,Bob), (Anne,Chris), (Bob,Dora), (Bob,Emily)},

ageD = {Anne 7→ 59,Bob 7→ 31,Chris 7→ 27,Dora 7→ 7,Emily 7→ 3}

Many-sorted logics. For the rest of the paper, let Σ be a fixed signature and D
a Σ-structure. We assume each sort in Σ includes a distinguished equality pred-
icate =s with the obvious interpretation in D. For sorted terms and formulae

1 Note that the underlying algebra D = 〈D;F〉, with the unsorted carrier D the union
of the Ds, is partial, as is the underlying unsorted structure.
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with variables we use a many-sorted family (Vs)s∈S of at most countably infinite
and pairwise disjoint sets of variable symbols that are disjoint from function
symbols in F . We denote by Σ(V ) the extended signature that adds variables
as constant function symbols to Σ. The Σ(V )− term structure now contains all
well-sorted terms with variables. Σ-formulae are built using well-sorted atoms
p(t, ...) for predicate symbols p in Σ, conjunction, implication and existential
quantifiers over sorted variables constrained to prenex normal form (i.e. not oc-
curring under conjunction or implication but ranging over the entire formula at
hand). We denote by Free(φ) the free variables of a formula φ, call φ closed
iff Free(φ) = ∅, denote by AtΣ the set of all Σ-atoms, and by ClΣ the set of
Σ-formulae. Formulae are evaluated over a Σ-structure as usual, by recursively
’translating’ function symbols into function application, predicate symbols into
relations in D and interpreting conjunction, implication and existential quan-
tification logically. We use ID to denote the corresponding interpretation of
closed terms and fomulae and write D |= φ to denote that φ is valid in the
model D. For terms or formulae with variables (Free(φ) = {x1, . . . , xn}) we
write ID(φ[a1/x1, . . . , an/xn]) to denote the corresponding evaluation under the
assignment of the ai to xi.

∃p0∃p1∃p2∃n0∃n1∃n2 :
( age(p0, n0) ∧ 31 ≤ n0 ≤ 59
∧ age(p1, n1) ∧ 7 ≤ n1 ≤ 27
∧ age(p2, n2) ∧ 3 ≤ n2 ≤ 31
∧Parent(p0, p1) ∧ Parent(p0, p2)
∧x =person p2)

age: [31,59]

age: [7,27] age: [3,31]

x

Parent Parent

Fig. 2. Query graph for pattern formula

3 Patterns

For queries in particular, we are interested in formulae ψ in the following prenex
normal form,

∃x1 . . . ∃xm : φ (1)

where φ is a conjunction, φ ≡ (φ1 ∧ · · · ∧ φl). We interpret ψ as the request
to compute all possible consistent assignments to Free(ψ) such that D |=
ψ[a1/x1, . . . , an/xn]. Without loss of generality, we assume that each free vari-
able y ∈ Free(ψ) has a single occurrence on the left-hand side of an equation
y =s . . .. In the above sense, Σ-formulae of the form ψ can be regarded as pat-
terns that select matches in any Σ-structure. More precisely, the set of pattern
matches Pφ := {(a1, . . . , an) ∈ Ds1 × · · · × Dsn | D |= ψ[ai/x1, . . . , an/xn]}
is well-defined. The patterns for a given set of free variables form a lattice by
implication (set inclusion of their matches):

ψ ≤ ψ′ :⇔ Pψ ⊆ Pψ′ (2)
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where ψ and ψ′ are two Σ-formulae of the form (1) above, s.t. Free(ψ) =
Free(ψ′). We denote this lattice by LΣ,u (or Lu for short when Σ is fixed), where
xi ∈ Vsi(1 ≤ i ≤ n) and u = s1 · · · sn. (Because formulae are equivalent under
renaming of free variables, the sorts of variables only matter.) The top element
>Lu

corresponds to the tautology ∃y1 . . . ∃yn : x1 =s1 y1 ∧ · · · ∧ xn =sn yn. In
particular single-sort patterns with |Free(ψ)| = 1 define subdomains of some
Ds (with {x} = Free(ψ)). Elements of Ls represent logical subdomains of the
given sort, i.e., subdomains expressible in logical formulae over Σ.

For the structural representation of (1) we use a tuple (X, ν, (G, κ)) deter-
mined as follows: For each sort s ∈ S, the free variables of sort s occuring in
(1) are collected in the set Xs, and X := (Xs)s∈S . Correspondingly, the bound
variables of sort s are collected in the domain Gs of the many-sorted structure
G. For each relation symbol p ∈ Pu, we have G |= p(y1, . . . , yk) iff p(y1, . . . , yk)
is an atom in φ. For each s ∈ S, κs is a mapping on Ds. For each x ∈ Ds, κs(x)
is a formula equivalent to the conjunction of all domain-specific conditions φi
on x. In particular, κs(x) := > if no conditions on x occur in (1). Finally, ν is a
family of mappings νs : Xs → Ds, where νs(x) is the unique v such that x =s v
occurs in φ. We call such a tuple a windowed structure, and the pair (G, κ) an
augmented structure. For technical reasons, we allow arbitrary sets for the do-
mains of G. Figure 2 shows a formula and next to it the associated windowed
structure, which may be drawn as a graph.

Entailment is formalized by homomorphisms. Their definition reflects the
nestedness of structures. A homomorphism f : (G1, κ1) → (G2, κ2) of aug-
mented structures is a homomorphism f : G1 → G2 of many-sorted structures
such that (κD)s(f(v)) ⇒ κs(v) for all s ∈ S and v ∈ Gs. A homomorphism
f : (X1, ν1,G1) → (X2, ν2,G2) exists in the case X1 ⊆ X2 and is then a homo-
morphism f : G1 → G2 which preserves free variables, that is f ◦ ν1 = ν2 ◦ ιX1

X2
,

where ιX1
X2

is the subset embedding.

Within the scope of this paper, we represent a knowledge base by an aug-
mented structure∆ := (D, κ∆), where D is aΣ-structure representing a database
and and (κ∆)s(g) is the most specific equivalence class of formulae in Ls charac-
terising the object g. The solution set of a conjunctive query over ∆, represented
by a windowed structure (X, ν,G), is Hom(G, ∆) ◦ ν. The solution set can be re-
garded a subset of Hom(X,∆), if we regard X as a trivial augmented structure
(the details are omitted). More generally, we define a table to be a pair (X,Λ),
where X is a many-sorted family of variables and Λ ⊆ Hom(X,∆). By Tab(∆)
we denote the set of all tables over ∆. The order on Tab(∆) in which the infimum
is the join is given by (X1, Λ1) ≤ (X2, Λ2) :⇐⇒ X2 ⊆ X1 ∧ Λ1 ◦ ιX2

X1
⊆ Λ2.

Given many-sorted, augmented or windowed structures S1 and S2, we say
that S1 generalizes S2 and denote this by S1 . S2, if a homomorphism f : S1 →
S2 exists. Generalization is a preorder, and we call S1 and S2 hom-equivalent,
if S1 . S2 and S2 . S1. It is not difficult to see that the product

∏
i∈I Gi of

a family (Gi)i∈I of many-sorted structures is an infimum in the generalization
preorder(recall however that an infimum in a preorder is not unique). Infima of
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augmented or windowed structures are realized by products:

∏
i∈I(Gi, κi) := (

∏
i∈IGi, κ, where κs(v) :=

∧
i∈I(κi)s(v) ,

∏
i∈I(Xi, νi,Gi) := (

⋂
i∈IXi, 〈νi〉 ,

∏
i∈IGi, where 〈νi〉(x) := (νi(x))i∈I .

Galois Connection The following operations define a Galois connection be-
tween (W,.) and (Tab(∆),≤):

(X, ν,G)′ := (X,Hom(G, ∆) ◦ ν), (3)

(X,Λ)′ := (X, 〈(λ)λ∈Λ〉 , ∆Λ) =
∏

λ∈Λ
(X,λ,∆). (4)

Proof. We only show operations are order-reversing, extensivity is easier to see.
If (X1, ν1,G1) . (X2, ν2,G2), then there is by definition ϕ ∈ Hom(G1,G2) with
ν2◦ιX1

X2
= ϕ◦ν1. Thus Hom(G2, ∆)◦ν2◦ιX1

X2
= Hom(G2, ∆)◦ϕ◦ν1 ⊆ Hom(G1, ∆).

So (·)′ in (3) is order-reversing.
Let (X1, Λ1) ≤ (X2, Λ2). Then for all λ ∈ Λ1 we have λ ◦ ιX2

X1
∈ Λ2, and

thus
∏
λ∈Λ2

(X,λ,∆) . (X2, λ ◦ ιX2
X1
, ∆) . (X,λ,∆). So

∏
λ∈Λ2

(X,λ,∆) .∏
λ∈Λ1

(X,λ,∆), and (·)′ in (4) is order-reversing. ut
The Galois connection gives rise to the complete lattice L∆, or to L∆[X] if
restricted to queries φ with Free(φ) =

⋃
s∈S Xs:

L∆ := {(T,W ) | T ∈ Tab(∆),W ∈ W, T ′ = W,W ′ = T} (5)

L∆[X] := {(T,W ) ∈ L∆ | ∃Λ : T = (X,Λ)} (6)

We hold that only formulas represented by connected patterns (as in Fig. 2)
qualify as concept descriptions, and thus only components of powers of ∆ qualify
as concept intents (cf. (4)). The implemented algorithm is still immature and
will therefore only briefly be considered in the next section.

#(concepts) DB relations +constants +numeric comparison

x:person 9 12 18

x,y:person 26 59 85

Table 1. Number of concepts, depending on free variables and signature

4 Pattern Browser

4.1 Algorithm

In the order ∆0, ∆1, ∆2, . . . , powers are computed and decomposed into their
components, which are paired up with morphisms designating the subjects of
the query (cf. 〈(λ)λ∈Λ〉 in (4)), translated into SQL, paired up with result tables
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returned by a MySQL server, and then compared (using the order on Tab(∆))
to eliminate equivalent patterns and build the concept lattice(s). The algorithm
terminates when a power ∆k does not produce new patterns. Table 1 shows the
number of generated concepts for queries in one and two free variables of type
person, for different settings of query expressiveness. The ”naive” algorithm did
not terminate in reasonable time even for some of the small examples. This is
due to combinatorial explosion of patterns in higher powers of ∆ and hardness
of query optimization. More efficient algorithms are expected to make use of the
fact that graph nodes are tuples over ∆.

00| DATABASE BROWSER (press ’h’ for help)
01| Concept#0>top
02| Concept#0>intent
03| x : age(x,n0) AND 3<=n0<=59
04| Concept#0>specialize
05| Concept#1>intent
06| x : age(x,n0) AND female(x) AND 3<=n0<=59
07| Concept#1>extent
08|
09| x
10| -----
11| Anne
12| Dora
13| Emily
14|
15| Concept#1>generalize
16| Concept#0>specialize
17| Concept#3>intent
18| x : age(p0,n0) AND age(p4,n4) AND age(x,n5) AND parent(p0,p4) AND parent(p0,x)
19| AND 31<=n0<=59 AND 7<=n4<=27 AND 3<=n5<=31
20|
21| Concept#3>specialize
22| Concept#14>intent
23| y,x : age(y,n0) AND age(p3,n3) AND age(x,n2) AND parent(y,p3) AND parent(y,x)
24| AND 31<=n0<=59 AND 7<=n3<=27 AND 3<=n2<=31
25|
26| Concept#14>extent
27|
28| y | x
29| ---------
30| Anne| Bob
31| Anne| Chris
32| Bob | Dora
33| Bob | Emily
34|
35| Concept#14>specialize
36| ->Concept#46***
37| ->Concept#18
38|
39| --------------------------------------------------------------------
40| y,x : age(y,n0) AND age(p3,n3) AND age(x,n4) AND parent(y,p3) AND
41| parent(y,x) AND 31<=n0<=59 AND 7<=n3<=27 AND 3<=n4<=27

Fig. 3. Browsing session

4.2 Interface

Figure 3 shows a browsing session, which starts in the top concept. Extent,
intent, lower neighbors and upper neighbors of the current concept can each be
shown by pressing a key. If a list of neighbors is shown, each concept in the list
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can be highlighted and examined in the subwindow below the dashed line before
it is selected (see Fig.3). The intent is shown as a formula; free variables are
listed before the colon, all other variables are existence quantified. The concepts
computed are the 103 concepts listed in the right column of Table 1.

5 Related Work

The Galois connection between Σ-theories (sets of Σ-formulae closed under
derivation) and categories of models (here Σ-structures) is folklore in model
theory and celebrated in textbooks on algebraic and logical specification for
data and behaviour. In this paper we use a more restricted connection for for-
mal concept navigation on a knowledge base, focusing on queries (formulae)
and their result sets (structures). The abstraction of the representation of data
and knowledge bases in such theories renders access to a powerful mathematical
tools. Details of a mapping from such data and knowledge bases to theories and
structures can be found elsewhere.

The second author used a many-sorted theory construction [11] for expres-
sively modeling typed formal concepts with a rich set of sorts and user-defined
data types, including subsorts. However typed conceptual scaling was used for
the relevant subsorts to associate a Galois connection with the resulting struc-
tures for each sort and to work directly on typed context tables. Patterns were
not supported in that work.

If we extend the definition of pattern structure in [5] to categories of pat-
terns (preordered by morphisms), then (

⋃
X Hom(X,∆), (W,

d
), δ) is a pattern

structure. A morphism λ ∈ Hom(X,∆), X ⊆ V , is essentially a partially de-
fined variable assignment. Each such assignment is naturally identified with a
windowed structure δ(λ) := (dom(λ), λ, cod(λ)), where always cod(λ) = ∆. The
Galois connection stated in [5] becomes

A� :=
d
λ∈Λδ(λ) (7)

(X, ν,G)� := {λ ∈ ⋃
X Hom(X,∆) | ∃f : (X, ν,G)→ δ(λ)}. (8)

The set A of partial assignments corresponds to the table (X,Λ) with X :=⋂
λ∈A dom(λ) and Λ := {λ |X | λ ∈ A}; the windowed structures Λ′ and A� are

hom-equivalent. However, the empty tables (X, ∅),X 6= V , have no representa-
tion in this approach; in this, the produced lattice may differ from L∆.

A relational context family can be defined as a pair ((Ki)i∈I , (Rj)j∈J), where
each Ki =: (Gi,Mi, Ii) is a formal context and each Rj is a binary relation on
Gi1 × Gi2 for some i1, i2 ∈ I. The concept lattice for Ki is denoted by B(Ki).
The relational context family corresponds to a many-sorted relational structure
with sort set I and family of relations (Rj)j∈J . The concept lattices B(Ki),
i ∈ I, correspond to the lattices of domain logical formulas. Relational Concept
Analysis, as described in [8] and with existential scaling, produces for each sort i
a
∨

-sublattice of C∆[X], where X contains one variable of sort i, which contains
all concepts generated by finite, connected, acylic windowed graphs. This can be
shown by induction over the steps of the algorithm given in [8].
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6 Conclusion

This paper introduced a novel approach to model queries over relational data –
both stored and computed – in terms of FCA lattices. In logical terms, abstract
patterns are represented by certain many-sorted formulae with variables. The
underlying implication lattices of the formulae and certain structures computed
over the database form a Galois connection, as we showed, suitable for navigation
of a solution space to the query. Changes in the query are translated into changes
to the underlying lattice. Navigation thus includes intra-lattice and inter-lattice
moves available to the user exploring domain knowledge over a database in terms
of its concrete relation tables and tacit knowledge about these tables. A proto-
type browser was implemented to evaluate these concepts and was described in
the paper.
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Abstract. We propose a new approach for Collaborative filtering which
is based on Boolean Matrix Factorisation (BMF) and Formal Concept
Analysis. In a series of experiments on real data (Movielens dataset)
we compare the approach with the SVD- and NMF-based algorithms
in terms of Mean Average Error (MAE). One of the experimental con-
sequences is that it is enough to have a binary-scaled rating data to
obtain almost the same quality in terms of MAE by BMF than for the
SVD-based algorithm in case of non-scaled data.

Keywords: Boolean Matrix Factorisation, Formal Concept Analysis,
Singular Value Decomposition, Recommender Algorithms

1 Introduction

Recently Recommender Systems is one of the most popular subareas of Machine
Learning. In fact, the recommender algorithms based on matrix factorisation
techniques (MF) has become industry standard.

Among the most frequently used types of Matrix Factorisation we definitely
should mention Singular Value Decomposition (SVD) [7] and its various mod-
ifications like Probabilistic Latent Semantic Analysis (PLSA) [14]. However,
the existing similar techniques, for example, non-negative matrix factorisation
(NMF) [16,13,9] and Boolean matrix factorisation (BMF) [2], seem to be less
studied. An approach similar to matrix factorization is biclustering which was
also successfully applied in recommender system domain [18,11]. For example,
Formal Concept Analysis [8] can also be used as a biclustering technique and
there are some of its applications in recommenders’ algorithms [6,10].

The aim of this paper is to compare recommendation quality of some of the
aforementioned techniques on real datasets and try to investigate the methods’
interrelationship. It is especially interesting to conduct experiments on com-
parison of recommendations quality in case of an input matrix with numeric
values and in case of a Boolean matrix in terms of Precision and Recall as well
as MAE. Moreover, one of the useful properties of matrix factorisation is its
ability to keep reliable recommendation quality even in case of dropping some
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insufficient factors. For BMF this issue is experimentally investigated in section
4.

The novelty of the paper is defined by the fact that it is a first time when
BMF based on Formal Concept Analysis [8] is investigated in the context of
Recommender Systems.

The practical significance of the paper is determined by demands of the rec-
ommender systems’ industry, that is to gain reliable quality in terms of Mean
Average Error (MAE), Precision and Recall as well as time performance of the
investigated method.

The rest of the paper consists of five sections. The second section is an intro-
ductory review of the existing MF-based recommender approaches. In the third
section we describe our recommender algorithm which is based on Boolean ma-
trix factorisation using closed sets of users and items (that is FCA). Section 4
contains methodology of our experiments and results of experimental compari-
son of different MF-based recommender algorithms by means of cross-validation
in terms of MAE, Precision and Recall. The last section concludes the paper.

2 Introductory review of some matrix factorisation
approaches

In this section we briefly describe different approaches to the decomposition of
both real-valued and Boolean matrices. Among the methods of the SVD group
we describe only SVD. We also discuss nonnegative matrix factorization (NMF)
and Boolean matrix factorization (BMF).

2.1 Singular Value Decomposition (SVD)

Singular Value Decomposition (SVD) is a decomposition of a rectangular matrix
A ∈ Rm×n(m > n) into the product of three matrices

A = U

(
Σ
0

)
V T , (1)

where U ∈ Rm×m and V ∈ Rn×n are orthogonal matrices, and Σ ∈ Rn×n is
a diagonal matrix such that Σ = diag(σ1, . . . , σn) and σ1 ≥ σ2 ≥ . . . ≥ σn ≥ 0.
The columns of the matrix U and V are called singular vectors, and the numbers
σi are singular values [7].

In the context of recommendation systems rows of U and V can be interpreted
as vectors of the user’s and items’s loyalty (attitude) to a certain topic (factor),
and the corresponding singular values as the importance of the topic among the
others. The main disadvantage is in the fact that the matrix may contain both
positive and negative numbers; the last ones are difficult to interpret.

The advantage of SVD for recommendation systems is that this method
allows to obtain the vector of its loyalty to certain topics for a new user without
SVD decomposition of the whole matrix.
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The evaluation of computational complexity of SVD according to [15] is
O(mn2) floating-point operations if m ≥ n or more precisely 2mn2 + 2n3.

Consider as an example the following table of movie ratings:

Table 1. Movie rates

The Artist Ghost Casablanca Mamma Mia! Dogma Die Hard Leon

User1 4 4 5 0 0 0 0

User2 5 5 3 4 3 0 0

User3 0 0 0 4 4 0 0

User4 0 0 0 5 4 5 3

User5 0 0 0 0 0 5 5

User6 0 0 0 0 0 4 4

This table corresponds to the following matrix of ratings:

A =




4 4 5 0 0 0 0
5 5 3 4 3 0 0
0 0 0 4 4 0 0
0 0 0 5 4 5 3
0 0 0 0 0 5 5
0 0 0 0 0 4 4



.

From the SVD matrix decomposition we get:

U =




0.31 0.48 −0.49 −0.64 −0.06 0
0.58 0.50 0.03 0.63 0.06 0
0.29 0 0.57 −0.23 −0.72 0
0.57 −0.37 0.31 −0.30 0.57 0
0.29 −0.47 −0.43 0.15 −0.28 −0.62
0.23 −0.37 −0.35 0.12 −0.22 0.78



,

(
Σ
0

)
=




12.62 0 0 0 0 0 0
0 10.66 0 0 0 0 0
0 0 7.29 0 0 0 0
0 0 0 1.64 0 0 0
0 0 0 0 0.95 0 0
0 0 0 0 0 0 0



,

V T =




0.32 0.41 −0.24 0.36 0.07 0.70 0.13
0.32 0.41 −0.24 0.36 0.07 −0.62 −0.35
0.26 0.37 −0.32 −0.79 −0.12 −0.06 0.17
0.50 0.01 0.55 0.05 0.24 −0.21 0.57
0.41 0.01 0.50 −0.14 −0.42 0.21 −0.57
0.42 −0.53 −0.27 −0.15 0.57 0.10 −0.28
0.33 −0.46 −0.36 0.21 −0.63 −0.10 0.28




.
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It can be seen that the greatest weight have the first three singular values,
which is confirmed by the calculations:

3∑
i=1

σ2
i

∑
σ2
i

· 100% ≈ 99%.

2.2 Non-negative matrix factorisation (NMF)

Non-negative Matrix Factorization (NMF) is a decomposition of non-negative
matrix V ∈ Rn×m for a given number k into the product of two non-negative
matrices W ∈ Rn×k and H ∈ Rk×m such that

V ≈WH. (2)

NMF is widely used in such areas as finding the basis vectors for images,
discovering molecular structures, etc. [16].

Consider the following matrix of ratings:

V =




4 4 5 0 0 0 0
5 5 3 4 3 0 0
0 0 0 4 4 0 0
0 0 0 5 4 5 3
0 0 0 0 0 5 5
0 0 0 0 0 4 4



.

Its decomposition into the product of two non-negative matrices for k = 3
can be, for example, like this:

V =




2.34 0 0
2.32 1.11 0

0 1.28 0
0 1.46 1.23
0 0 1.60
0 0 1.28



·




1.89 1.89 1.71 0.06 0 0 0
0.13 0.13 0 3.31 2.84 0.27 0

0 0 0 0.03 0 3.27 2.93


 .

2.3 Boolean Matrix Factorisation (BMF) based on Formal Concept
Analysis (FCA)

Basic FCA definitions. Formal Concept Analysis (FCA) is a branch of ap-
plied mathematics and it studies (formal) concepts and their hierarchy. The
adjective “formal” indicates a strict mathematical definition of a pair of sets,
called, the extent and intent. This formalisation is possible because the use of
the algebraic lattice theory.

Definition 1. Formal context K is a triple (G,M, I), where G is the set of
objects, M is the set of attributes , I ⊆ G×M is a binary relation.
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The binary relation I is interpreted as follows: for g ∈ G, m ∈ M we write
gIm if the object g has the attribute m.

For a formal context K = (G,M, I) and any A ⊆ G and B ⊆ M a pair of
mappings is defined:

A′ = {m ∈M | gIm for all g ∈ A},

B′ = {g ∈ G | gIm for all m ∈ B},
these mappings define Galois connection between partially ordered sets (2G,⊆)
and (2M ,⊆) on disjunctive union of G and M . The set A is called closed set, if
A′′ = A [5].

Definition 2. A formal concept of the formal context K = (G,M, I) is a
pair (A,B), where A ⊆ G, B ⊆ M , A′ = B and B′ = A. Set A is called the
extent, and B is the intent of the formal concept (A,B).

It is evident that extent and intent of any formal concept are closed sets.
The set of formal concepts of a context K is denoted by B(G,M, I).

Description of FCA-based BMF Boolean matrix factorization (BMF) is
a decomposition of the original matrix I ∈ {0, 1}n×m, where Iij ∈ {0, 1},
into a Boolean matrix product P ◦ Q of binary matrices P ∈ {0, 1}n×k and
Q ∈ {0, 1}k×m for the smallest possible number of k. We define boolean matrix
product as follows:

(P ◦Q)ij =
k∨

l=1

Pil ·Qlj ,

where
∨

denotes disjunction, and · conjunction.
Matrix I can be considered as a matrix of binary relations between set X

objects (users), and the set Y attributes (items that users have evaluated). We
assume that xIy iff user x estimated object y. The triple (X,Y, I) is clearly
composes a formal context.

Consider the set F ⊆ B(X,Y, I), a subset of all formal concepts of context
(X,Y, I), and introduce the matrices PF and QF :

(PF )il =

{
1, i ∈ Al,
0, i /∈ Al, (QF )lj =

{
1, j ∈ Bl,
0, j /∈ Bl.

We can consider the decomposition of the matrix I into binary matrix product
PF and QF as described above. The following theorems are proved in [2]:

Theorem 1. (Universality of formal concepts as factors). For every I there is
F ⊆ B(X,Y, I), such that I = PF ◦QF .

Theorem 2. (Optimality of formal concepts as factors). Let I = P ◦Q for n× k
and k × m binary matrices P and Q. Then there exists a F ⊆ B(X,Y, I)
of formal concepts of I such that |F| ≤ k and for the n × |F | and |F | ×m
binary matrices PF and QF we have I = PF ◦QF .
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There are several algorithms for finding PF and QF by calculating formal con-
cepts based on these theorems [2].

The algorithm we use (Algoritm 2 from [2]) avoid the computation of all the
possible formal concepts and therefore works much faster [2]. Time estimation
of the calculation algorithm in the worst case yields O(k|G||M |3), where k is the
number of found factors, |G| is the number of objects, |M | this the number of
attributes.

Transform the matrix of ratings described above, to a boolean matrix, as
follows: 



4 4 5 0 0 0 0
5 5 3 4 3 0 0
0 0 0 4 4 0 0
0 0 0 5 4 5 3
0 0 0 0 0 5 5
0 0 0 0 0 4 4



⇒




1 1 1 0 0 0 0
1 1 1 1 1 0 0
0 0 0 1 1 0 0
0 0 0 1 1 1 1
0 0 0 0 0 1 1
0 0 0 0 0 1 1




= I.

The decomposition of the matrix I into the Boolean product of I = AF ◦BF is
the following:




1 1 1 0 0 0 0
1 1 1 1 1 0 0
0 0 0 1 1 0 0
0 0 0 1 1 1 1
0 0 0 0 0 1 1
0 0 0 0 0 1 1




=




1 0 0
1 1 0
0 1 0
0 1 1
0 0 1
0 0 1



◦




1 1 1 0 0 0 0
0 0 0 1 1 0 0
0 0 0 0 0 1 1


 .

This example shows that the algorithm has identified three factors that sig-
nificantly reduces the dimensionality of the data.

2.4 General scheme of user-based recommendations

Once the matrix of rates is factorized we need to learn how to compute recom-
mendations for users and to evaluate whether a particular method handles well
with this task.

For factorized matrices the already well-known algorithm based on the simi-
larity of users can be applied, where for finding K nearest neighbors we use not
the original matrix of ratings A ∈ Rm×n, but the matrix U ∈ Rm×f , where m
is a number of users, and f is a number of factors. After selection of K users,
which are the most similar to a given user, based on the factors that are peculiar
to them, it is possible, based on collaborative filtering formulas to calculate the
projected rates for a given user.

After formation of the recommendations the performance of the recommenda-
tion system can be estimated by measures such as Mean Absolute Error (MAE),
Precision and Recall.
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3 A recommender algorithm using FCA-based BMF

3.1 kNN-based algorithm

Collaborative recommender systems try to predict the utility of items for a
particular user based on the items previously rated by other users.

Denote u(c, s) the utility of item s for user c. u(c, s) is estimated based on the
utilities u(ci, s) assigned to item s by those users ci ∈ C who are “similar” to user
c. For example, in a movie recommendation application, in order to recommend
movies to user c, the collaborative recommender system finds the users that have
similar tastes in movies with c (rate the same movies similarly). Then, only the
movies that are most liked by those similar users would be recommended.

Memory-based recommendation system, which are based on the previous
history of the ratings, are one of the key classes of collaborative recommendation
systems.

Memory-based algorithms make rating predictions based on the entire col-
lection of previously rated items by the users. That is, the value of the unknown
rating rc,s for user c and item s is usually computed as an aggregate of the
ratings of some other (usually, the K most similar) users for the same item s:

rc,s = aggrc′∈Ĉrc,s,

where Ĉ denotes the set of K users that are the most similar to user c , who
have rated item s. For example, function aggr may has the following form [1]

rc,s = k
∑

c′∈Ĉ

sim(c′, c)× rc′,s,

where k serves as a normalizing factor and selected as k = 1/
∑
c′∈Ĉ

sim(c, c′).

The similarity measure between users c and c′, sim(c, c′), is essentially a
distance measure and is used as a weight, i.e., the more similar users c and c′

are, the more weight rating rc′,s will carry in the prediction of rc,s.
The similarity between two users is based on their ratings of items that

both users have rated. The two most popular approaches are correlation and
cosine-based. One common strategy is to calculate all user similarities sim(x, y)
in advance and recalculate them only once in a while (since the network of
peers usually does not change dramatically in a short time). Then, whenever the
user asks for a recommendation, the ratings can be calculated on demand using
precomputed similarities.

To apply this approach in case of FCA-based BMF recommender algorithm
we simply consider as an input the user-factor matrices obtained after factori-
sation of the initial data.

3.2 Scaling

In order to move from a matrix of ratings to a Boolean matrix, and use the
results of Boolean matrix factorization, scaling is required. It is well known that
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scaling is a matter of expert interpretation of original data. In this paper, we
use several variants of scaling and compare the results in terms of MAE.

1. Iij = 1 if Rij > 0, else Iij = 0 (user i rates item j).
2. Iij = 1 if Rij > 1, else Iij = 0.
3. Iij = 1 if Rij > 2, else Iij = 0.
4. Iij = 1 if Rij > 3, else Iij = 0.

4 Experiments

To test our hypotheses and study the behavior of recommendations based on the
factorization of a ratings matrix by different methods we used MovieLens data.
We used the part of data, containing 100,000 ratings, while considered only users
who have given over 20 ratings.

User ratings are split into two sets, a training set consisting of 80 000 ratings,
and test set consisting of 20 000 ratings. Original data matrix is 943× 1682, where
the number of rows is the number of users and the number of columns is the
number of rated movies (each film has at least one vote).

4.1 The number of factors that cover p% of evaluations in an input
data for SVD and BMF

The main purpose of matrix factorization is a reduction of matrices dimension-
ality. Therefore we examine how the number of factors varies depending on the
method of factorization, and depending on p % of the data that is covered by
factorization. For BMF the coverage of a matrix is calculated as the ratio of
the number of ratings covered by Boolean factorization to the total number of
ratings.

|covered ratings|
|all ratings| · 100% ≈ pBMF%, (3)

For SVD we use the following formula:

K∑
i=1

σ2
i

∑
σ2
i

· 100% ≈ pSV D%, (4)

where K is the number of factors selected.

Table 2. Number of factors for SVD and BMF at different coverage level

p% 100% 80% 60%

SVD 943 175 67

BMF 1302 402 223
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4.2 MAE-based recommender quality comparison of SVD and
BMF for various levels of evaluations coverage

The main purpose of matrix factorisation is a reduction of matrices dimension-
ality. As a result some part of the original data remains uncovered, so it was
interesting to explore how the quality of recommendations changes based on dif-
ferent factorisations, depending on the proportion of the data covered by factors.

Two methods of matrix factorisation were considered: BMF and SVD. The
fraction of data covered by factors for SVD was calculated as

p% =

K∑
i=1

σ2
i

∑
σ2
i

· 100%,

and for BMF as

p% =
|covered ratings|
|all ratings| · 100%.

To quality assessment we chose MAE.

Fig. 1. MAE dependence on the percentage of the data covered by SVD-decomposition,
and the number of nearest neighbors.

Fig. 1 shows that MAESV D60, calculated for the model based on 60% of
factors, is not very different from MAESV D80, calculated for the model built for
80% factors. At the same time, for the recommendations based on a Boolean
factorization covering 60% and 80% of the data respectively, it is clear that
increasing the number of factors improves MAE, as shown in Fig. 2.

Table 3 shows that the MAE for recommendations built on a Boolean fac-
torisation covering 80 % of the data for the number of neighbors less than 50 is
better than the MAE for recommendations built on SVD factorization. It is also
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Fig. 2. MAE dependence on the percentage of the data covered by BMF-
decomposition, and the number of nearest neighbors.

Table 3. MAE for SVD and BMF at 80% coverage level

Number of neighbors 1 5 10 20 30 50 60

MAESV D80 2,4604 1.4355 1.1479 0.9750 0.9148 0.8652 0.8534

MAEBMF80 2.4813 1.3960 1.1215 0.9624 0.9093 0.8650 0.8552

MAEall 2.3091 1.3185 1.0744 0.9350 0.8864 0.8509 0.8410

easy to see that MAESV D80 and MAEBMF80 are different from MAEall in no
more than 1− 7%.

4.3 Comparison of kNN-based approach and BMF by Precision and
Recall

Besides comparison of algorithms using MAE other evaluation metrics can also
be exploited, for example

Recall =
|objects in recommendation ∩ objects in test|

|objects in test| ,

P recision =
|objects in recommendation ∩ objects in test|

|objects in recommendation|
and

F1 =
2 ·Recall · Precision
Recall + Precision

.
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It is widely spread belief that the larger Recall, Precision and F1 are, the
better is recommendation algorithm.

Figures 3, 4 and 5 show the dependence of relevant evaluation metrics on
the percentage of the data covered by BMF-decomposition, and the number of
nearest neighbors. The number of objects to recommend was chosen to be 20.
The figures show that the recommendation based on the Boolean decomposition,
is worse than recommendations built on the full matrix of ratings.

Fig. 3. Recall dependence on the percentage of data covered by BMF-decomposition,
and the number of nearest neighbors.

4.4 Scaling influence on the recommendations quality for BMF in
terms of MAE

Another thing that was interesting to examine was the impact of scaling de-
scribed in 3.2 on the quality of recommendations. Four options of scaling were
considered:

1. I0,ij = 1 if Aij > 0, else Iij = 0 (user rates an item).
2. I1,ij = 1 if Aij > 1, else Iij = 0.
3. I2,ij = 1 if Aij > 2, else Iij = 0.
4. I3,ij = 1 if Aij > 3, else Iij = 0.

The distribution of ratings in data is on Figure 6
For each of the boolean matrices we calculate its Boolean factorisation, cov-

ering 60 % and 80 % of the data. Then recommendations are calculated just like
in 4.2. It can be seen that for both types of data coverage MAE1 is almost the
same as MAE0, and MAE2,3 is better than MAE0.
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Fig. 4. Precision dependence on the percentage of data covered by BMF-decomposition,
and the number of nearest neighbors.

4.5 Influence of data filtering on MAE for BMF kNN-based
approach

Besides the ability to search for K nearest neighbors not in the full matrix of
ratings A ∈ Rn×m, but in the matrix U ∈ Rm×f , where m is a number of users,
and f is a number of factors, Boolean matrix factorization can be used to data
filtering. Because the algorithm returns as an output not only matrices users-
factors and factors-objects, but also the ratings that were not used for factoring,
we can try to search for users, similar to the user, on the matrix consisting only
of ratings used for the factorization.

Just as before to find the nearest neighbors cosine measure is used, and the
predicted ratings are calculated as the weighted sum of the ratings of nearest
users. Figure 9 shows that the smaller the data we use for filtering the bigger is
MAE. Figure 10 shows that the recommendations built on user-factor matrix,
are better then recommendations, constructed on matrix of ratings filtered with
boolean factorization.



An FCA-based Boolean Matrix Factorisation for Collaborative Filtering 69

Fig. 5. F1 dependence on the percentage of data covered by BMF-decomposition, and
the number of nearest neighbors.

Fig. 6. Ratings distribution in data.
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Fig. 7. MAE dependance on scaling and number of nearest neighbors for 60% coverage.

Fig. 8. MAE depandance on scaling and number of nearest neighbors for 80% coverage.
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Fig. 9. MAE dependance on percentage of covered with filtration data and the number
of nearest neighbors.

Fig. 10. MAE dependance on data filtration algorithm and the number of nearest neigh-
bors.
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5 Conclusion

In the paper we considered main methods of Matrix Factorisation which are suit-
able for Recommender Systems. Some of these methods were compared on real
datasets. We investigated BMF behaviour as part of recommender algorithm. We
also conducted several experiments on recommender quality comparison with nu-
meric matrices, user-factor and factor-item matrices in terms of Recall, Precision
and MAE. We showed that MAE of our BMF-based approach is not greater than
MAE of SVD-based approach for the same number of factors on the real data.
For methods that require the number of factors as an initial parameter in the
user or item profile (e.g., NMF), we proposed the way of finding this number
with FCA-based BMF. We also have investigated how data filtering, namely
scaling, influences on recommendations’ quality.

As a further research direction we would like to investigate the proposed
approaches in case of graded and triadic data [3,4] and reveal whether there are
some benefits for the algorithm’s quality in usage least-squares data imputation
techniques [19]. In the context of matrix factorisation we also would like to test
our approach on the quality assessment of recommender algorithms that we
performed on some basic algorithms (see bimodal cross-validation in [12]).
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Abstract. We describe FCART software system, a universal integrated envi-

ronment for knowledge and data engineers with a set of research tools based on 

Formal Concept Analysis. The system is intended for knowledge discovery 

from big dynamic data collections, including text collections. FCART allows 

the user to load structured and unstructured data (texts and various meta-

information) from heterogeneous data sources, build data snapshots, compose 

queries, generate and visualize concept lattices, clusters, attribute dependencies, 

and other useful analytical artifacts. Full preprocessing scenario is considered. 

Keywords: Data Analysis, Knowledge Extraction, Text Mining, Formal Con-

cept Analysis 

1 Introduction 

We introduce a new software system for information retrieval and knowledge discov-

ery from various data sources (textual data, structured databases, etc.).  Formal Con-

cept Analysis Research Toolbox (FCART) was designed especially for the analysis of 

unstructured (textual) data. The core of the system supports knowledge discovery 

techniques, including those based on Formal Concept Analysis [1], clustering [2], 

multimodal clustering [2, 3], pattern structures [4, 5] and others. In case studies we 

applied FCART for analyzing data in medicine, criminalistics, and trend detection. 

FCART is based on DOD-DMS (The Dynamic Ontology-driven Data Mining Sys-

tem) software platform. In case studies we applied DOD-DMS for analyzing data in 

the fields of medical informatics and trends detection. The core of the system com-

plements a traditional knowledge extraction process with methods of clustering, mul-

timodal clustering, Formal Concept Analysis, Hidden Markov chains, pattern struc-

tures and others. 

Currently, there are several well-known open source FCA-based tools, such as 

ConExp [6], Conexp-clj [7], Galicia [8], Tockit [9], ToscanaJ [10], FCAStone [11], 

Lattice Miner [12], OpenFCA [13], Coron [14]. These tools have many advantages. 

However, they cannot completely satisfy the growing demands of the scientific com-
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munity. One of the common drawbacks of these systems is poor data preprocessing. It 

prevents researchers from using the programs for analyzing complex big data without 

additional third party preprocessing tools. 

For example, Coron has some tools for filtering objects and attributes, merging and 

transforming contexts (http://coron.wikidot.com/pre:filterdb), but Coron does not 

provide flexible tools for importing external data. 

2 Methodology 

The DOD-DMS is a universal and extensible software platform intended for building 

data mining and knowledge discovery tools for various application fields. The crea-

tion of this platform was inspired by the CORDIET methodology (abbreviation of 

Concept Relation Discovery and Innovation Enabling Technology) [15] developed by 

J. Poelmans at K.U. Leuven and P. Elzinga at the Amsterdam-Amstelland police. The 

methodology allows one to obtain new knowledge from data in an iterative ontology-

driven process. The software is based on modern methods and algorithms of data 

analysis, technologies for processing big data collections, data visualization, report-

ing, and interactive processing techniques. It implements several basic principles: 

1. Iterative process of data analysis using ontology-driven queries and interactive arti-

facts (such as concept lattice, clusters, etc.).  

2. Separation of processes of data querying (from various data sources), data prepro-

cessing (of locally saved immutable snapshots), data analysis (in interactive visu-

alizers of immutable analytic artifacts), and results presentation (in report editor). 

3. Extendibility on three levels: customizing settings of data access components, que-

ry builders, solvers and visualizers; writing scripts (macros); developing compo-

nents (add-ins). 

4. Explicit definition of analytic artifacts and their types. It allows one to check the 

integrity of session data and provides links between artifacts for end-user. 

5. Realization of integrated performance estimation tools. 

6. Integrated documentation of software tools and methods of data analysis. 

FCART uses all these principles, but does not have an ontology editor and does not 

support the full C-K cycle. The current version consists of the following components. 

─ Core component including  

 multidocument user interface of research environment with session manager,  

 snapshot profiles editor (SHPE),  

 snapshot query editor (SHQE),  

 query rules database (RDB),  

 session database (SDB),  

 main part of report builder; 

─ Local XML-storage for preprocessed data;  

─ Internal solvers and visualizers; 

─ Additional plugins and scripts. 



76    A.A. Neznanov, S.O. Kuznetsov 

 

3 Current software properties and future work 

Now we introduce version 0.8 of DOD-DMS as a local Windows application and 

version 0.4 as a distributed Web-based application. Those versions use local XML-

storage for accumulating snapshots and integrated research environment with snap-

shot profiles editor, query builder, ontology editor, and some set of solvers (artifact 

builders) and visualizers (artifact browsers). The main solvers for this time can pro-

duce clusters, biclusters, concept lattice, sublattices, association rules, and implica-

tions, calculate stability indexes, similarity measures for contexts and concepts, etc. 

The set of solvers, visualizers, and scripts specifies a subject field of DOD-DMS edi-

tion. 

We use Microsoft and Embarcadero programing environments and different pro-

graming languages (C++, C#, Delphi, Python and others). For scripting we use Delphi 

Web Script [16] and Python [17].  

4 Data preprocessing in FCART 

4.1 Obtaining initial artifacts 

There are several ways to obtain a binary context, the basic FCA artifact:  

─ Load from ready data files of supported formats like CXT or CSV, 

─ Generate by plugin or script, 

─ Query from data snapshots. 

Loading contexts from ready data files is supported by most FCA-tools. The most 

interesting way to obtain a context is querying from snapshots. Let us look to all steps 

needed to convert external data into some set of objects with binary attributes. 

4.2 Access to external data sources and generating snapshots 

Local storage of FCART can be filled from various data sources. System supports 

SQL, XML and JSON sources, so it can load data from most databases and Web-

services.  

Data snapshot (or snapshot) is a data table with structured and text attributes, load-

ed in the local storage by accessing external data sources. Snapshot is described by a 

set of metadata: snapshot profile, local path, link to external data source, time stamp, 

author, and comment. FCART provides one with a snapshot profile editor (SHPE). 

Profile consists of definitions of fields. Each element of a snapshot is a record: array 

of values of fields. Each field is defined by the following main properties: 

─ Id (identifier of field) 

─ Path (path in initial XML or JSON – may be empty) 

─ Name (user-friendly name of field) 

─ Group (for visual grouping of fields) 
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─ Comment 

─ Data type (Boolean / Integer / Float / Text / Binary / DateTime) 

─ Is Unstructured? (field can be interpreted as unstructured text) 

─ Is Multivalued? (for sets / arrays) 

─ Type of multivalued presentation (delimited content / same path / path in form of 

“name + number”) 

Consider the following example of XML file: 
<?xml version="1.0" encoding="utf-8"?> 

<Data> 

    // ... 

  <Genre>Lounge</Genre>  

  <Genre>Easy listening</Genre>  

    // ... 

</Data> 

In this example field “Genre” is multivalued and have multivalued presentation 

type “same path” (Path = “<Data>/<Genre>”). But in other source we can have 

type “name + number” (Path = “<Data>/<Genre%d>”): 
<Data> 

    // ... 

  <Genre01>Lounge</Genre01>  

  <Genre02>Easy listening</Genre02>  

    // ... 

</Data> 

Unstructured field definition additionally contains the following properties: 

─ Language (main language of text) 

─ SW (list of stop words) 

─ Stemmer (not required now because we use snowball stemmer from Lucene). 

It is very useful for dealing with dynamic data collections, including texts in natu-

ral language, and helps to query full-text data more effectively. There is a sample of 

unstructured and multivalued field description in JSON format: 

{  "Id": "02", 

 "Path": "object\/author", 

 "Caption": "Artwork Creators", 

 "Group": "Common", 

 "Comment": "The sequence of authors", 

 "DataType": "Text", 

 "Unstruct": {  

"Is": true, 

  "Language": "English", 

  "StopWords": [ ], 

  "Stemmer": "Snowball" }, 

 "MV": { "Is": true, 

  "MVType": "Vector", 

  "MVRepresentation": "NameNumber", 

  "MVFormat": "author%d" } 
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} 

Fig. 1 shows a variant of snapshot profile editor (SHPE) for XML filtering. The 

left pane “XML Structure” displays a sample of an XML-document from a dataset. A 

user can select any element from the document, add it to profile as a new field and set 

properties of the field. 

 

Fig. 1. Profile editor (profile by example) 

4.3 Queries to snapshots and constructing binary contexts 

The system has query language for transforming snapshots into binary formal context. 

This language describes so-called rules. Main rule types are the following: 

─ Simple rule generates one attribute from atomic fields of a snapshot. This rule type 

has syntax very similar to SQL WHERE clause 

─ Scaling rule generates several attributes from atomic fields based on nominal or 

ordinal scale 

─ Text mining rule generates one attribute from unstructured text fields. 

─ Multivalued rule generates one or many attributes from multivalued field (arrays 

and sets) 

─ Compound rule merges rules of all types into a single rule. This rule uses standard 

logical operations and brackets to combine elements. 
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We have also implemented additional rule types: Temporal rules are used for ma-

nipulating date and time intervals and Filters are used for removing objects with their 

intents from contexts. 

In most cases, it is not necessary to write a query from scratch. One can select 

some entities in rules DB (RDB) and automatically generate a query. It is possible 

because the RDB is aware of dependencies between rules. Each rule type has XML 

presentation, so every query (or full RDB) can be imported and exported as an XML-

file.  

The following XML file is a sample of the scaling rule: 
<scale name="Age" ScaleType="Order" DataType="Integer" 

Ends="Open" id="t34"> 

  <Offset1>8</Offset1> 

  <Offset2>16</Offset2> 

  <Offset3>35</Offset3> 

  <Offset4>60</Offset4> 

</scale> 

The application of this rule to snapshot generates 5 binary attributes: “Age < 8”, 

“8 <= Age < 16”, …, “60 <= Age”. 

 

FCART uses Lucene full text search engine [18] to index the content of unstruc-

tured text fields in snapshots. The resulting index is later used to validate quickly 

whether the text mining or compound rule returns true or false. 

5 Interactive visualization of concept lattice 

The concept lattice visualizer is an example of interactive visualizer. It can be used to 

browse the collection of objects with binary attributes given as a result of query to 

snapshot (with structured and text attributes). The user can select and deselect objects 

and attributes and the lattice diagram is modified accordingly. The user can click on a 

concept. In a special window the screen shows names of objects in the extent and 

names of attributes in the intent. Names of objects and attributes are linked with initial 

snapshot records and fields. If the user clicks on the name of an object or an attribute, 

the content of the object or attribute description is shown in a special window accord-

ing to the snapshot profile. 

Fig. 2 demonstrates the result of building a sublattice from a concept lattice. The 

multi-document interface allows us to inspect several artifacts, so a sublattice will be 

opened in a new window. 

The user can customize settings of lattice browsing in various ways. The user can 

specify whether nodes corresponding to concepts show numbers of all (or only new) 

objects and all (or only new) attributes in extent and intent respectively, or names of 

all (or only new) objects and all (or only new) attributes. Separate settings can be 

specified for the selected concept, concepts in the order filter, and the remainder of 

the lattice. The visual appearance can be changed: zooming, coloring, and other tools 

are available. 
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Right clicking on the name of an attribute user can choose several options: one can 

build a sublattice containing only objects with selected attribute; build a sublattice 

containing only objects without selected attribute; or find the highest concept with a 

selected attribute. Right clicking on the name of an object allows one the same ac-

tions. 

 

Fig. 2. Concept lattice visualizer 

If we built a formal context using a query to a snapshot then we can simply look 

for a definition of each attribute (in form of a query rule from RDB) and a source of 

each object (in form of XML- or JSON-file) in left part of the visualizer window. If a 

filter rule is present in query then we can see comparison between sets of objects in 

the context and records in the snapshot. 

Linking analytic artifacts with snapshots are very important for subsequent analysis 

of the same data collection. Researcher can simply interpret results of the analysis by 

viewing initial pieces of data. 
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6 Conclusion and future work 

FCART is a powerful environment being in active development. The next major re-

lease of the local version 0.8 is planned for March 2013 and after that the system will 

be freely available to the FCA community. In this article we considered in details the 

powerful preprocessing tools of the system. 

We intend to improve methodology, extend the set of solvers, optimize some algo-

rithms, and use the proposed system for solving various knowledge discovery prob-

lems. We already have tested new solvers based on concept stability [19, 20] and 

other indices [21]. In the preprocessing queue we will try to simplify writing queries 

to external data sources by introducing SQL- and XML-explorer of databases and 

web-services. 

Acknowledgements 

This work was carried out by the authors within the project “Mathematical Models, 

Algorithms, and Software Tools for Intelligent Analysis of Structural and Textual 

Data” supported by the Basic Research Program of the National Research University 

Higher School of Economics. 

References 

1. Ganter, B., Wille R. Formal Concept Analysis: Mathematical Foundations, Springer, 1999. 

2. Mirkin, B. Mathematical Classification and Clustering, Springer, 1996. 

3. Ignatov, D.I., Kuznetsov, S.O., Magizov, R.A., Zhukov, L.E. From Triconcepts to Triclus-

ters. Proc. of 13th International Conference on rough sets, fuzzy sets, data mining and 

granular computing (RSFDGrC-2011), LNCS/LNAI Volume 6743/2011, Springer (2011), 

pp. 257-264. 

4. Ganter, B., Kuznetsov, S.O. Pattern Structures and Their Projections. Proc. of 9th Interna-

tional Conference on Conceptual Structures (ICCS-2001), 2001, pp. 129-142. 

5. Kuznetsov, S.O. Pattern Structures for Analyzing Complex Data. Proc. of  12th Interna-

tional conference on Rough Sets, Fuzzy Sets, Data Mining and Granular Computing, Con-

ference (RSFDGrC-2009), 2009, pp. 33-44. 

6. Yevtushenko, S.A. System of data analysis "Concept Explorer". (In Russian). Proceedings 

of the 7th national conference on Artificial Intelligence KII-2000, p. 127-134, Russia, 

2000. 

7. Conexp-clj (http://daniel.kxpq.de/math/conexp-clj/) 

8. Valtchev, P., Grosser, D., Roume, C. Mohamed Rouane Hacene. GALICIA: an open plat-

form for lattices, in Using Conceptual Structures: Contributions to the 11th Intl. Confer-

ence on Conceptual Structures (ICCS'03), pp. 241-254, Shaker Verlag, 2003. 

9. Tockit: Framework for Conceptual Knowledge Processing (http://www.tockit.org) 

10. Becker, P., Hereth, J., Stumme, G. ToscanaJ: An Open Source Tool for Qualitative Data 

Analysis, Proc. Workshop FCAKDD of the 15th European Conference on Artificial Intel-

ligence (ECAI 2002). Lyon, France, 2002. 



82    A.A. Neznanov, S.O. Kuznetsov 

 

11. Priss, U. FcaStone - FCA file format conversion and interoperability software, Conceptual 

Structures Tool Interoperability Workshop (CS-TIW), 2008. 

12. Lahcen, B., Kwuida, L. Lattice Miner: A Tool for Concept Lattice Construction and Ex-

ploration. In Suplementary Proceeding of International Conference on Formal concept 

analysis (ICFCA'10), 2010. 

13. Borza, P.V., Sabou, O., Sacarea, C. OpenFCA, an open source formal concept analysis 

toolbox. Proc. of IEEE International Conference on Automation Quality and Testing Ro-

botics (AQTR), 2010, pp. 1-5. 

14. Szathmary, L., Kaytoue, M., Marcuola, F., Napoli, A., The Coron Data Mining Platform 

(http://coron.loria.fr) 

15. Poelmans, J., Elzinga, P., Neznanov, A., Viaene. S., Kuznetsov, S.O., Ignatov D., Dedene 

G.: Concept Relation Discovery and Innovation Enabling Technology (CORDIET) // 

CEUR Workshop proceedings Vol-757, Concept Discovery in Unstructured Data, 2011. 

16. Grange, E. DelphiWebScript Project (http://delphitools.info/dwscript) 

17. Python Programming Language – Official Website (http://www.python.org) 

18. Apache Lucene (http://lucene.apache.org) 

19. Kuznetsov, S.O.: Stability as an Estimate of the Degree of Substantiation of Hypotheses on 

the Basis of Operational Similarity. In: Nauchno-Tekhnicheskaya Informatsiya, Ser. 2, 

Vol. 24, No. 12, pp. 21-29, 1990. 

20. Kuznetsov, S.O., Obiedkov, S.A. and Roth, C., Reducing the Representation Complexity 

of Lattice-Based Taxonomies. In: U. Priss, S. Polovina, R. Hill, Eds., Proc. 15th Interna-

tional Conference on Conceptual Structures (ICCS 2007), Lecture Notes in Artificial Intel-

ligence (Springer), Vol. 4604, pp. 241-254, 2007. 

21. Klimushkin, M.A., Obiedkov, S.A., Roth, C.: Approaches to the Selection of Relevant 

Concepts in the Case of Noisy Data // 8th International Conference on Formal Concept 

Analysis (ICFCA 2010), pp. 255-266, 2010.  



 

 

Retrieval of Criminal Trajectories with an FCA-based 

Approach 

Jonas Poelmans, Paul Elzinga
3
, Guido Dedene

1,2 

1KU Leuven, Faculty of Business and Economics, Naamsestraat 69,  

3000 Leuven, Belgium  
2Universiteit van Amsterdam Business School, Roetersstraat 11 

1018 WB  Amsterdam, The Netherlands 
3Amsterdam-Amstelland Police, James Wattstraat 84,  

1000 CG Amsterdam, The Netherlands 

 

Jonas.Poelmans@gmail.com 

Paul.Elzinga@amsterdam.politie.nl 

Guido.Dedene@econ.kuleuven.be 

Abstract. In this paper we briefly discuss the possibilities of Formal Concept 

Analysis for gaining insight in large amounts of unstructured police reports. We 

present a generic human centred knowledge discovery approach and showcase 

promising results obtained during empirical validation. The first case study 

focusses on distilling indicators for identifying domestic violence from 4814 

reports with the aim of better recognizing new incoming cases. In the second 

case study we used FCA in combination with Temporal Concept Analysis to 

identify and investigate human trafficking suspects extracted from 266157 short 

observational reports. The third case study we present in this paper describes 

our application of FCA for identifying radicalising subjects from 166577 obser-

vational police reports. Finally, we conclude our paper with the case study on 

pedophile chat conversation analysis and the CORDIET data mining system. 

Keywords. Formal Concept Analysis, Security informatics, Human trafficking, 

Terrorism, Pedophiles, Domestic violence 

1 Introduction 

During the joint Knowledge Discovery in Databases project, the Katholieke Universi-

teit Leuven and the Amsterdam-Amstelland Police Department have developed new 

special investigations techniques for gaining insight in police databases. These me-

thods have been empirically validated and their application resulted in new actionable 

knowledge which helps police forces to better cope with domestic violence, human 

trafficking, terrorism and pedophile related data. 

The implementation of the Intelligence-led policing management paradigm by the 

Amsterdam-Amstelland Police Department has led to an annual increase of suspicious 

activity reports filed in the police databases. These reports contain observations made 
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by police officers on the street during police patrols and were entered as unstructured 

text in these databases. Until now this massive amount of information was barely used 

to obtain actionable knowledge which may help improve the way of working by the 

police. The main goal of this joint research project was to develop a system which can 

be operationally used to extract useful knowledge from large collections of unstruc-

tured information. The methods which were developed aimed at recognizing (new) 

potential suspects and victims better and faster as before. In this paper we describe in 

detail the four major projects which were undertaken during the past five years, na-

mely domestic violence, human trafficking (sexual exploitation), terrorism (Muslim 

radicalization) and pedophile chat conversations. During this investigation a know-

ledge discovery suite was developed, Concept Relation Discovery and Innovation 

Enabling Technology (CORDIET). At the basis of this knowledge discovery suite is 

the C-K design theory developed in Hatchuel et al. (2004) which contains four major 

phases and transition steps each of them focusing on an essential aspect of exploring 

existing and discovering and applying new knowledge. The investigator plays an 

important role during the knowledge discovery process. In the first step he has to 

assess and decide which information should be used to create the visual data analysis 

artifacts. During the next step multiple facilities are provided to ease the exploration 

of the data. Subsequently the acquired knowledge is returned to the action environ-

ment where police officers should decide where and how to act. This way of working 

is a corner stone for police forces who want to actively pursue an intelligent led poli-

cing approach. 

2 Domestic violence 

The first project started in 2007 and aimed at developing new methods to automatical-

ly detect domestic violence cases within the police databases (Poelmans et al. 2010a). 

The technique Formal Concept Analysis (Wille 1982, Ganter et al 1999, Poelmans et 

al. 2010b, 2012b) which can be used to analyze data by means of concept lattices, is 

used to interactively elicit the underlying concepts of the domestic violence pheno-

menon (van Dijk 1997).  
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Fig. 1.   Analyzing statements made by victims of a violent incident 

 

The domestic violence definition which was employed by the Amsterdam-Amstelland 

police was as follows (Keus et al. 2000): “Domestic violence can be characterized as 

serious acts of violence committed by someone in the domestic sphere of the victim. 

Violence includes all forms of physical assault. The domestic sphere includes all 

partners, ex-partners, family members, relatives and family friends of the victim. The 

notion of family friend includes persons that have a friendly relationship with the 

victim and (regularly) meet with the victim in his/her home.” To identify domestic 

violence in police reports we make use of indicators which consist of words, phrases 

and / or logical formulas to compose compound attributes. The open source tool 

Lucene was initially used to index the unstructured textual reports using these attribu-

tes. The concept lattice visualization where reports are objects and indicators are attri-

butes made it possible to iteratively identify valuable new knowledge. The lattice in 

Figure 1 contains 4814 police reports of which 1657 were labeled as domestic vio-

lence by police officers. 

With CORDIET (see section 6 for details), the user can visually represent the un-

derlying concepts in the data, gain insight in the complexity of the domain under in-

vestigation and zoom in on interesting concepts. For example we clicked on the node 

with 379 reports where suspect and victim lived on the same address and labeled as 

domestic violence by officers. Domain experts assumed that a situation where perpet-

rator and victim live at the same address is always a case of domestic violence, since 

these persons are probably family members, however this turned out not to be true. 

Analysis of the reports with attribute “same address” and not labeled as domestic 

violence revealed borderline cases such as violence in prisons, violence between a 

caretaker and inhabitant of an old folks home, etc. After multiple iterations of identi-
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fying new concepts, composing new indicators and creating concept lattices we were 

able to refine the definition of domestic violence. Each of the cases were presented to 

the steering board of the domestic violence policy resulting in an improved definition 

of domestic violence and an improved handling of domestic violence cases. This in-

vestigation also resulted in a new automated case labelling system which is currently 

used to automatically label statements made by a victim to the police as domestic or 

non domestic violence (Poelmans et al. 2009, 2011a, Elzinga et al. 2009). At this 

moment the Amsterdam-Amstelland Police Department is using this system in com-

bination with the national case triage system Trueblue.  

3 Human trafficking 

The next project focused on applying the knowledge exploration technique Formal 

Concept Analysis to detect (new) potential suspects and victims in suspicious activity 

reports and create a visual profile for each of them. The first application domain was 

human trafficking with a focus on sexual exploitation of the victims, a frequently 

occurring crime where the willingness of the victims to report is very low (Poelmans 

et al. 2011b, Hughes 2000).  

After composing a set of early warning indicators and identifying potential sus-

pects and victims, a detailed lattice profile of the suspect can be generated which 

shows the date of observation, the indicators observed and the contacts he or she had 

with other involved persons. In figure 2 the real names are replaced by arbitrary num-

bers and a number of indicators have been omitted for reasons of readability (the lat-

tice was built using Concept Explorer). The persons (f = female and m = male) in the 

bottom of the figure are the most interesting potential suspects or victims because the 

lower a person appears in a lattice, the more indicators he or she has. For each of the-

se persons a separate analysis can be made.  

A selection of one of the men in the left bottom of figure 2 results in the concept 

lattice diagram in figure 3. In this figure the time stamps corresponding to each of the 

observations relevant for this person, together with the indicators and other persons 

mentioned are shown. The variant of formal concept analysis which makes use of 

temporal information is called temporal concept analysis (Wolff 2005). The lattice 

diagram shows that person D (4th left below) might be responsible for logistics, be-

cause he is driving in an expensive car (“dure auto”), and where the occupants show 

behavior of avoiding the police (“geen politie”). The man H (who appears in the ex-

tent of all concepts) is the possible pimp, who forced to work the possible victim wo-

man S (1st upper right) in prostitution (“prostitutie” and “dwang”). Based on this 

diagram the corresponding reports can be collected and as soon as the investigators 

find sufficient indications a document based on section 273f of the Code of Criminal 

Law can be composed. This is a document that precedes any further criminal investi-

gation against the man H. 
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Fig. 2.   Lattice of potential suspects and victims of human trafficking 
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Fig. 3.    Analysis of social network of suspect  

4 Terrorism 

During the third project we cooperated with the project team “Kennis in Modellen” 

(KiM, Knowledge in Models) from the National Police Service Agency in the Nether-

lands (KLPD). We combined formal concept analysis with the KiM model of Muslim 

radicalization to actively identifying potential terrorism suspects from suspicious 

activity reports (Elzinga et al. 2010, AIVD 2006). According to this model, a potential 

suspect goes through four stages of radicalization. The KiM project team has develo-

ped a set of 35 indicators based on interviews with experts on Muslim radicalism 

using which a person can be positioned in a certain phase. Together with the KLPD 

we intensively looked for characterizing words and combinations of words for each of 

these indicators. The difference with the previous models is that the KiM model ad-

ded an extra dimension in terms of the number of different indicators which a person 

must have to be assigned to a radicalization phase.  
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Fig. 4. The process model of extracting and profiling potential jihadists 

The analysis was performed on the set of suspicious activity reports filed in the 

BVH database system of the Amsterdam-Amstelland Police Department during the 

years 2006, 2007 and 2008 resulting in 166,577 reports. From this set of observations 

18,153 persons were extracted who meet at least one of the 35 indicators. From these 

18.153 persons 38 persons were extracted who can be assigned to the 1st phase of 

radicalization, the preliminary phase (“voorfase”). Further analysis revealed that 19 

were correctly identified, 3 of these persons were previously unknown by the Amster-

dam-Amstelland Police Department, but known by the KLPD. From the 19 persons, 2 

persons were found who met the minimal conditions of the jihad/extremism phase. 

For each of these persons a profile was made containing all indicators that were ob-

served over time. 
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Fig. 5. Temporal lattice for subject C. 

From the lattice diagram in figure 5 can be concluded that the person has reached 

the jihad/extremism phase on June 17, 2008 and has been observed by police officers 

two times afterwards (the arrows in the upper right and lower right of the figure) on 

July 11, 2008, and October 12, 2008. 

5 Pedophile chat conversations 

Chat conversations can be very long and time-consuming to read. A system which 

helps officers quickly identify those conversations posing a threat to a child’s safety 

and understand what has been talked about may significantly speed up and improve 

the efficiency of their work (Elzinga et al. 2012).  

Because original chat data collected by the Dutch police force organizations is re-

stricted by law, results may not be made public. To demonstrate our FCA based 

method we use the chat data collected by a public American organization, Perverted 

Justice, which actively searches for pedophiles on the internet. We downloaded 533 

chat files, i.e. one for each of the 533 different suspects. The victims in all chat files 

are adults playing the role of a young girl or boy in the age from 12 to 14. All these 

adults are members of the Perverted Justice organization and are trained to act as a 

youngster. The adults playing the victim try to lure the suspect by playing his or her 

role as good as possible. The behavior of the victims cannot be representative for 

young girls or boys, but the behavior of the suspects is realistic since they really be-

lieve to have contact with a young girl or boy and act in that way. 
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Fig. 6.   Analyzing chat conversations of pedophiles with members of the perverted justice 

organization who pretend to be a young child 

The lattice in Figure 8 shows how a set of 533 chat conversations was analyzed with 

FCA. We defined 7 term clusters containing keywords which were used by pedo-

philes in their chat conversations. We numbered these 7 attributes according to the 

severity of the threat to the child’s safety. We clicked on a concept with 96 conversa-

tions in the extent and attributes “asks”, “asks about sex”, “describes about sex” and 

“asks for address”. In the “node objects” pane the user can click on the name of a 

conversation to display its contents.  

Figure 7 shows a transition diagram of the chat conversation 451 which was select-

ed based on the line diagram shown in Figure 6. We explain Figure 7 intuitively in 

this paper, readers interested in the mathematical definitions are referred to Elzinga et 

al. (2012). Figure 7 is constructed by restricting the data table to the rows where chat 

log = 451, which are the 22 rows from 300 to 321. The chat time runs in these rows 

from 0 to 21. The many-valued attribute ‘state’ has in row 300, that is at time 0, the 

value ‘2’ which means that the conversation 451 is in the state ‘2 Compliments’; in 

the next row 301, at time 1, the conversation 451 is in the state ‘5 Cam and pics’. This 

transition is graphically represented in Figure 7 by the arrow from the object concept 

of 300 to the object concept of 301.  Clearly, the direction of the arrow is induced 

from the fact that time 0 is the predecessor of time 1 (in the natural ordering of inte-

gers).  
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Fig. 7. A transition diagram for chat conversation 451 

 

In Elzinga et al. (2012) we describe in detail how we selected chats from such a con-

cept lattice and analyze them in detail with temporal relational semantic systems. 

6 CORDIET 

More and more companies have large amounts of unstructured data, often in textual 

form available. The few analytical tools that focus on this problem area offer insuffi-

cient functionality for the specific needs of many of these organizations. As part of 

the research work in the doctoral research of Jonas Poelmans the development of the 

data analysis suite Concept Relation Discovery and Innovation Enabling Technology 

(CORDIET, Elzinga 2011, Poelmans et al. 2012) was started in September 2010 in 

cooperation with the Moscow Higher School of Economics.  Elzinga et al (2009) 

developed the first prototype where the strength of our approach with concept lattices 

and other visualization techniques such as Emergent Self Organizing Maps (ESOM) 

is demonstrated for the detection of individuals with radicalizing behavior. This tool-

set allows to carry out much faster and more detailed data analysis to distil relevant 

persons from police data.  

7 Conclusions 

The four projects which are carried out as part of the research chair show the potential 

of the knowledge exploration technique formal concept analysis. Especially the intui-

tively interpretable visual representation was found to be of great importance for in-
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formation specialists within the police force on all levels, strategic, tactic and operati-

onal. This visualization did not only allow to explore the data interactively, but also to 

explore and define the underlying concepts of the investigation areas. New concepts, 

anomalies, confusing situations and faulty labeled cases were discovered, but also not 

previously known subjects were found who might be involved in human trafficking or 

terroristic activities. The temporal variant of formal concept analysis proved to be 

very useful for profiling suspects and their evolution over time. Never before unstruc-

tured information sources were retrieved in such a way that new insights, new sus-

pects and victims became visible. That’s why formal concept analysis will become an 

important instrument in the nearby future for information specialists within the police 

and will be an essential contribution to the formation of Intelligence within the Dutch 

police. 

Among the future developents are applications of FCA-based biclustering (Ignatov et 

al. (2012)) and triclustering techniques (Ignatov et al. (2011))  in the Criminal In-

vestagations domain. 
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Classification Methods Based on Formal
Concept Analysis
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Abstract. Formal Concept Analysis (FCA) provides mathematical mod-
els for many domains of computer science, such as classification, cate-
gorization, text mining, knowledge management, software development,
bioinformatics, etc. These models are based on the mathematical proper-
ties of concept lattices. The complexity of generating a concept lattice
puts a constraint to the applicability of software systems. In this pa-
per we report on some attempts to evaluate simple FCA-based classifica-
tion algorithms. We present an experimental study of several benchmark
datasets using FCA-based approaches. We discuss difficulties we encoun-
tered and make some suggestions concerning concept-based classification
algorithms.

Keywords: Classification, pattern recognition, data mining, formal con-
cept analysis, biclustering

1 Introduction

Supervised classification consists in building a classifier from a set of examples
labeled by their classes or precedents (learning step) and then predicting the
class of new examples by using the generated classifiers (classification step).
Document classification is a sub-field of information retrieval. Documents may
be classified according to their subjects or according to other attributes (such as
document type, author, year of publication, etc.). Mostly, document classification
algorithms are based on supervised classification. Algorithms of this kind can be
used for text mining, automatical spam-filtering, language identification, genre
classification, text mining. Some modern data mining methods can be naturally
described in terms of lattices of closed sets, i.e., concept lattices [1], also called
Galois lattices. An important feature of FCA-based classification methods do not
make any assumptions regarding statistical models of a dataset. Biclustering [9,
10] is an approach related to FCA: it proposes models and methods alternative
to classical clustering approaches, being based on object similarity expressed
by common sets of attributes. There are several FCA-based models for data
analysis and knowledge processing, including classification based on learning
from positive and negative examples [1, 2].

In our previous work [15] the efficiency of a simple FCA-based binary classifi-
cation algorithm was investigated. We tested this method on different problems
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with numerical data and found some difficulties in its application. The main pur-
pose of this paper is to investigate critical areas of the FCA method for better
understanding of its features. Several advices for developers are also provided.
We test hypothesis-based classification algorithm and our modified FCA-based
method on 8 benchmarks. We describe our experiments and compare the per-
formance of FCA-based algorithms with that of SVM-classification [16].

2 Definitions

Formal Concept Analysis. In what follows we keep to standard FCA defini-
tions from [1]. Let G and M be sets, called set of objects and set of attributes,
respectively. Let I ⊆ G ×M be a binary relation. The triple K = (G,M, I) is
called a formal context. For arbitrary A ⊆ G and B ⊆ M the mapping (.)′ is
defined as follows:

A′ = {m ∈M | ∀g ∈ A(gIm)}; B′ = {g ∈ G | ∀m ∈ B(gIm)}. (1)

This pair of mappings defines a Galois connection between the sets 2G and
2M partially ordered by the set-theoretic inclusion. Double application of the
operation (·)′ is a closure operator on the union of the sets 2G and 2M . Let a
context K be given. A pair of subsets (A,B), such that A ⊆ G, B ⊆M , A′ = B,
and B′ = A is called a formal concept of K with formal extent A and formal
intent B. The extent and the intent of a formal concept are closed sets.
FCA in learning and classification. Here we keep to definitions from [2]
and [3]. Let K = (G,M, I) be a context and w 6∈ M a target attribute.
In FCA terms, the input data for classification may be described by three
contexts w.r.t. w: the positive context K+ = (G+,M, I+), the negative con-
text K− = (G−,M, I−) , and the undefined context Kτ = (Gτ ,M, Iτ ) [2].
G−, G+ and Gτ are sets of positive, negative and undefined objects respectively,
Iε ⊆ Gε ×M , where ε ∈ {−,+, τ} are binary relations that define structural
attributes. Operators (·)′ in these contexts are denoted by A+, A−, Aτ , respec-
tively. For short we write g′, g′′, g+, g−, gτ instead of {g}′, {g}′′, {g}+, {g}−, {g}τ ,
respectively. A formal concept of a positive context is called a positive concept.
Negative and undefined concepts, as well as extents and intents of the contexts
K− and Kτ , are defined similarly. A positive formal intent B+ of (A+, B+) ∈ K+

is called a positive or (+) — prehypothesis if is not the formal intent of any neg-
ative concept, and it is called a positive or (minimal) (+) — hypothesis if it is
not a subset of the intent g− for some elementary concept (g, g−) for a negative
example g; otherwise it is called a false (+)-generalization.

Negative (or (-) —) prehypotheses, hypotheses, and false generalizations are
defined similarly. The definitions imply that a hypothesis is also a prehypothesis.
Hypotheses are used to classify undefined examples from the set Gτ . If unclas-
sified object gτ contains a positive but no negative hypothesis, it is classified
positively, similar for negative. No classification happens if the formal intent gτ

does not contain any subsets of either positive or negative hypotheses (insuffi-
cient data) or contains both a positive and a negative hypothesis (inconsistent
data).
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Biclustering. The particular case of biclustering [10–12] we have considered is
a development of the FCA-based classification method. Using FCA methods, we
can construct a hierarchical structure of biclusters that reflects the taxonomy
of data. Density of bicluster (A,B) of the formal context K = (G,M, I) is
defined as ρ(A,B) = |I ∩ {A×B}|/(|A| · |B|). Specify some value ρmin ∈ [0, 1].
The bicluster (A,B) is called dense if ρ(A,B) ≥ ρmin. Stability index σ of a
concept (A,B) is given by σ(A,B) = |C(A,B)|/2|A|, where C(A,B) is the union
of the sets C ⊆ A such that C = B′ [13, 21]. Biclusters, as well as dense and
stable formal concepts (i.e., concepts having stability above a fixed threshold),
are used to generate hypotheses for clustering problems [13].

3 Basic Classification Algorithms

Several FCA-based classification methods are known [19, 15]: GRAND [31, 17],
LEGAL [26], GALOIS [25], RULELEARNER [24], CIBLe [30], CLNN&CLNB [27],
NAVIGALA[28], CITREC [29, 17] and classification method based on hypothe-
ses [8, 7, 2, 3]. There are several categories of FCA-based classification methods:

1. Hypothesis-based classification using the general principle described in
Section 2.

2. Concept lattice based classification. A concept lattice can be seen as
a search-space in which one can easily pass from a level to another one.
The navigation can e.g. start from the top concept with the least intent.
Then one can progress concept by concept by taking new attributes and re-
ducing the set of objects. Many systems use lattice-based classification, such
as GRAND [31, 17], RULEARNER [24], GALOIS [25], NAVIGALA [28] and
CITREC [29, 17]. The common constraint of these systems is the exponential
algorithmic complexity of generating a lattice. For this reason, some systems
search in a subset of the set of all concepts.

3. Classification based on Galois sub-hierarchies. Systems like CLNN&
CLNB [27], LEGAL [26] and CIBLe [30] build Galois sub-hierarchy (ordered
set of object and attribute concepts), which drastically reduces algorithmic
complexity.

4. Cover-based classification. A concept cover is a part of the lattice con-
taining only pertinent concepts. The construction of a cover concept is based
on heuristic algorithms which reduce the complexity of learning. The con-
cepts are extracted one by one. Each concept is given by a local optimization
of a measure function that defines pertinent concepts. IPR (Induction of
Product Rules) [32] was the first method generating a concept cover. Each
pertinent concept induced by IPR is given by a local optimization of en-
tropy function. The sets of pertinent generated concepts are sorted from the
more pertinent to the less pertinent and each pertinent concept with the
associated class gives a classification rule.
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4 Classification Experiments with Benchmarks

4.1 A Hypothesis-Based Algorithm

The method for constructing concept-based hypotheses described above inspired
the following binary classification algorithm [15]. The main steps of the algorithm
are as follows:

1. Data binarization. The situation where the attributes are non-binary, but
a classification method is designed for binary data brings up the problem
of attribute binarization, or scaling. This problem is very difficult and a
lot of papers are devoted to it. Scaling problem arises also when we use
FCA for object classification. For specific tasks scaling is usually carried out
empirically by repeatedly solving the problem of classification on precedents.
It is clear, however, that in a couple of ”scaling–recognition method” the
determining factor is exactly scaling. Indeed, in the event of its successful
application a ’good’ transformation of the feature space will be obtained
and almost any recognition algorithm will show good results in that space.
So that the problem of scaling is a nonspecific for FCA-recognition methods
and the current level of development of these methods unable to point the
best technique of scaling focused on their use. That is why our work is not
focused on this problem and we use a simple scaling, which, we believe,
allowed more clearly to identify the features of FCA-classification methods.
Hence, we just normalized all attributes to [0,1] interval and than applied
interval-based nominal scaling. The number of intervals is fixed and equals
10. The size of intervals is also fixed and equals 0.1.

2. Hypothesis generation and classification. Algorithm searches common
attributes for all objects from the first class (second class), which are not
observed for any objects from the second class (first class). Obtained sets of
attributes (hypothesis) are used to classify undefined objects.

The algorithm has been tested on numerical benchmarks. The data for the
first four problems is taken from the UCI Machine Learning Repository1. Prob-
lem 5 (Two Norm) involving the separation of two normal 20-dimensional dis-
tributions is taken from the University of Toronto site2; the CART classification
algorithm [22] produced for this problem an error rate of 22.1% with a train-
ing sample of 300 precedents, which is almost a factor of 10 higher than the
theoretical minimum for the ideal classifier — the Fisher discriminant func-
tion. Problems 6 (Lung Cancer), 7 (Cirrhosis), and 8 (Cloud Seeding) are taken
from the StatLib site3. The considered problems come from different specific
research areas. For example, in the Liver Disorders problem, the objects are
datasets obtained from the tests of six patients. The training sample consists
of 345 precedents divided into positive and negative classes with respect to the

1 http://archive.ics.uci.edu/ml
2 http://www.cs.toronto.edu/∼delve/data/twonorm/desc.html
3 http://lib.stat.cmu.edu/datasets, pages /veteran, /pbc, and /cloud, respectively
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target attribute “presence of liver disorder”. The experiment results obtained
for various problems by using leave-one-out cross-validation are presented below
(Table 1). In the table heading, n is the number of attributes, l is the number of
objects (the size of the training sample),err is the classification error rate and lc
is the number of classified objects ( l− lc = the number of failed classifications).

Problem n l lc err

1. Liver Disorders 6 345 20 15.00%
2. Glass identification 9 146 25 20.00%
3. Wine 13 130 47 08.50%
4. Wine quality 11 310 51 09.80%
5. Two norm 20 354 109 07.30%
6. Lung cancer 8 137 9 11.10%
7. Cirrhosis 19 276 29 34.48%
8. Cloud-seeding 5 108 6 50.00%

Table 1. Experimental results

The algorithm was updated with the following modifications in definitions of
hypothesis and classification:

1. Hypothesis modification: attributes observed for ”almost” all objects of the
particular class were added to the hypothesis. It was ensured that the ratio
of objects which did not comply with the hypothesis in the same class did
not exceed the value P (a new algorithm parameter) and obviously there was
no guarantee that the hypothesis is not contained in descriptions of objects
of the opposite class.

2. Introduction of an inter-object metric and modification of the classification
procedure: the ”distance” between objects increases as they reveal difference
in a larger number of coordinates. We compute the distance of the object
being classified by positive and negative hypotheses and normalize it by
the number of attributes (or 1s in binary represenation) in each hypothesis.
The object is classified to the nearest class in contexts of the metric defined
above.

3. Attribute weighting: an attribute is assigned a weight which increases with
the number of 1s in the corresponding column.

The modified algorithm was applied to the considered problems. The exper-
imental results for P = 0.2 are given in Table 2.

4.2 Classification Using Biclustering

Biclustering can be used for classification upon data scaling. For this purpose we
select informative objects which are included in biclusters with density greater
than threshold ρmin. Hypotheses are generated using these objects. This ap-
proach avoids noise effects during learning step [15]. The difference between
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Problem n l lc err

1. Liver Disorders 6 345 79 39.2%
2. Glass identification 9 146 64 25.00%
3. Wine 13 130 87 14.9%
4. Wine quality 11 310 142 17.60%
5. Two norm 20 354 224 15.10%
6. Lung cancer 8 137 36 36.10%
7. Cirrhosis 19 276 136 33.30%
8. Cloud-seeding 5 108 37 43.20%

Table 2. Experimental results for the modified algorithm

proposed algorithm and simple FCA algorithm resides only in the second step:
hypotheses are now generated using only informative objects selected by biclus-
tering. The method has two adjustable parameters: the bicluster density ρmin
and the ratio P of objects which do not satisfy classical hypotheses. The parame-
ter ρmin affects the generation of hypotheses. If its value is too small, hypothesis
generation is tainted by noisy attributes and outliers. If its value is too large,
the hypothesis will have to meet excessively stringent requirements. It may be
efficient to use a range of values for ρmin and thus focus on the main objects,
skipping the marginal ones. This method has been tested, but it failed to pro-
duce a significant improvement of the classification performance, which will be
later explained by the specific features of the particular problem.

The parameter P affects the ratio of objects which do not satisfy the hy-
potheses of the same class. When the parameter P is close to zero, hypotheses
are generated in accordance with the classical definitions: they include only the
attributes that are observed for all the objects of the given class. The difficulty
is that hypotheses may become ”non-representative” for the given class. If the
parameter P is taken too large, the hypotheses will require that the control ob-
ject has a large number of attributes, which again may impose an excessively
stringent requirement on hypotheses. In a certain sense, this is the well-known
overfitting effect often observed in pattern recognition.

The experimental results assessed by leave-one-out cross-validation are pre-
sented in Table 3 and Table 4. In the table heading, n is the number of attributes,
l is the number of objects (the size of the training sample). The columns present
the solution results obtained with the algorithm parameters (the threshold ρ
and the proportion P ) optimized by two criteria: the classification error rate
err (Table 3) and the number of classified objects lc ( l − lc = the number of
failed classifications) (Table 4). The local optimization of the algorithm param-
eters was carried out by the GaussSeidel method, their optimal values ρmin and
P ∗ are shown together with err.

According to the experimental results, the lower is the error rate, the smaller
is the number of classified objects. We can construct an algorithm with zero
error rate, but the ratio of classified objects will be also small. We apply such
an algorithm for all considered objects. The results are shown in Table 5, where



Classification Methods Based on Formal Concept Analysis 101

Problem n l lc err ρmin P ∗

1. Liver Disorders 6 345 22 13.6% 0.30 0.01
2. Glass identification 9 146 28 10.00% 0.15 0.05
3. Wine 13 130 76 02.00% 0.25 0.05
4. Wine quality 11 310 83 08.40% 0.25 0.05
5. Two norm 20 354 206 12.10% 0.15 0.15
6. Lung cancer 8 137 18 05.50% 0.01 0.01
7. Cirrhosis 19 276 33 21.00% 0.05 0.05
8. Cloud-seeding 5 108 7 28.00% 0.15 0.05

Table 3. Experimental results. Classification error rate is optimized.

Problem n l lc err ρmin P ∗

1. Liver Disorders 6 345 79 29.1% 0.30 0.20
2. Glass identification 9 146 59 16.90% 0.30 0.20
3. Wine 13 130 85 08.20% 0.30 0.20
4. Wine quality 11 310 141 13.50% 0.30 0.20
5. Two norm 20 354 233 15.20% 0.30 0.20
6. Lung cancer 8 137 98 25.50% 0.05 0.05
7. Cirrhosis 19 276 83 37.79% 0.30 0.20
8. Cloud-seeding 5 108 20 30.00% 0.15 0.15

Table 4. Experimental results. The number of classified objects is optimized.

lc is the number of classified objects (the ratio is in brackets). The efficiency of
FCA-based algorithm was compared with that of classical SVM-algorithm [16].
Each dataset was divided into training sample (80% of objects) and test sample
(20% of objects). Table 5 SVMerr shows the error rate of the SVM-algorithm,
SVMerr on lc is the error rate on objects which were classified by the rigor-
ous FCA-based method. Zero error rate was attained with classical hypotheses

Problem l lc ρmin P
∗ SVMerr SVMerr on lc

1. Liver Disorders 345 18 (5.2%) 0.15 0 34.78% 22.2%
2. Glass identification 146 22 (15%) 0.15 0 31.03% 4.55%
3. Wine 130 45 (35%) 0.25 0 7.69% 2.22%
4. Wine quality 130 49 (5.8%) 0.1 0 35.48% 6.12%
5. Two norm 354 103 (29%) 0.03 0 3.85% 0%
6. Lung cancer 137 9 (6.50%) 0.01 0 40.74% 0%
7. Cirrhosis 276 24 (9.00%) 0.05 0 9.8% 12.5%
8. Cloud-seeding 108 5 (4.6%) 0.15 0 40.91% 25.00%

Table 5. Experimental results with zero error rate.

(P=0) from objects with low density (ρmin ≤ 0.25). This rigorous algorithm
can be applied to problems with high error costs. It is more likely to refuse
classification than make wrong decisions.
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5 Conclusions

FCA provides a convenient tool for formalizing symbolic machine learning and
classification models. We studied hypothesis-based classification in different ar-
eas without special modifications for each dataset, using a simple binarization
(scaling) of numerical data. Our results suggest the following conclusions:

1. Application of biclustering with parameter optimization made a very slight
improvement in the quality of classification compared to the updated FCA
algorithm (only by 3% in problem 1).

2. In all cases there was an unacceptably high rate of classification failures.
3. In all cases there was an unacceptably high error rate.
4. Attempts to fine-tune the algorithm parameters with the objective of reduc-

ing the failure rate were generally accompanied by increasing in the number
of errors, although in some cases (problem 8) the error rate increased only
slightly; the number of classifiable objects in these cases increased substan-
tially (problem 6).

5. The classical FCA-based algorithm can produce accurate classification, but
it refuses to classify the majority of test sample.

The analysis of the hypotheses generated with various parameter values and
different optimization criteria has shown that hypotheses of different classes are
often included in one another. We can naturally assume that if the classes show
less tendency to diffuse into one another, biclustering and the classical FCA
method would produce more impressive results. The relative location of classes
is improved in pattern recognition theory by methods that involve transforma-
tion of the attribute space. In these cases, data compactification methods may
be effectively applied [14]. We can reasonably assume that another scaling algo-
rithms with floating-size intervals and interval-length optimization may improve
classification results compared to those we have obtained with the simplest scal-
ing. Our analysis of FCA-based classification provides the following conclusions:

1. For the chosen universal scaling procedure the classification results are far
from being optimal. Individual scaling for each problem may improve clas-
sification quality.

2. FCA-based classification methods without modification and/or thorough
preprocessing of data are usable only for preliminary classification.

3. A well-known idea for the modification of the direct FCA approach is to
develop hypothesis generation methods. It is useful to allow for the specific
features of the particular subject area and to fine-tune hypotheses and the
algorithms by using e.g. parameters ρmin , P*, σmin.

4. It is also possible to develop and apply sharper classification rules, e.g. by
weighting objects, attributes, hypotheses, etc.

5. A promising approach is to use FCA-based methods to transform the at-
tribute space, in particular using data compactness estimates.

6. concept-based methods are appropriate for classification problems with high
error costs, e.g. in medical, security and military applications.
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An important step in many data classification problems is the selection of a
suitable similarity measure. We decided to investigate how different similarity
metric described in [20, 23] affects the quality of hypothesis-based classification
method. The majority of pattern recognition methods use the metric information
about objects: methods based on distances, potential functions, dividing surface,
the algebraic approach, etc. In these methods the amount of information about
classes either is fairly used at all. The strength of FCA-based classification prob-
lems is in the identification and use of these particular data, but the metric
information about the feature space is lost. Thus, in pattern recognition the
classic discriminant methods and method based on FCA are at opposite poles
w.r.t. metrics. In the FCA the metric information appears in a weak form as the
result of scaling, which accounts for “distances” between attributes. It seems
that the success in the development of FCA-based recognition methods will be
related to the introduction of information about metric properties of feature
spaces. Our future work will be focused on developing and applying sharper
classification rules with modifications of similarity measure.
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Abstract. The classification of possible errors in object intents is given
and some possibilities of exploring them are discussed. Two techniques
for finding some types of errors in new object intents are introduced.
After comparing the better technique is developed further in order to
guarantee the absence of certain errors given enough information. Based
on this technique an approach for debugging source code is presented
and discussed. It is shown that the new approach yields bug hypothesis
in a strict logical form. Using the new approach it is possible to come
closer to debugging programs on a logical level not checking executions
line by line. An example of applying the new approach is presented.

Keywords: formal context analysis, implication, debugging

1 Introduction

In this work we present a new approach to debug programs. This work was in-
spired by the Delta Debugger project [13] where authors discuss the possibilities
of automatic debugging, namely isolation of failure-inducing inputs. However,
when it comes to finding actual causes of the failure it is still not possible to
automatically explain the failure logically. In some cases the nearest neighbour
technique yields good results, but usually near-probabilistic criteria like coverage
or chi-square are used [2]. In this work we use recent advance in Formal Concept
Analysis in an attempt to find logical dependencies between fails and successful
runs of a program. Several studies were performed to discover the possibilities
of using Formal Concept Analysis in software development. For example, in [11]
and [6] authors use Formal Concept Analysis for building class hierarchies. In [8]
FCA is used to determine dependencies on program trace. Authors reveal causal
dependencies and even are able to find ”likely invariants“ of program in special
cases. However, they do not consider the possibility of debugging. However, to
our best knowledge there are no works about applying Formal Concept Analysis
to program debugging.

In this paper we first introduce a new technique for finding errors in new ob-
ject intents. This technique was first introduced in our previous work; we partly
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repeat the results and refer to our previous work for more details. In this paper
we recall two different approaches for revealing errors in new object intents: one
based on computing the implication system of the context and another one based
on computing the closures of the subsets of the new object intent. Since com-
puting closures may be performed much faster we improve and generalize this
approach and finally obtain a procedure for finding all possible errors of the con-
sidered types. We also provide experimental results to compare two approaches.
After that we present a new approach of debugging based on the discussed above
technique of finding errors in data. An example of debugging is provided.

All sets and contexts we consider in this paper are assumed to be finite.

2 Main Definitions

Let G and M be sets. Let I ⊆ G ×M be a binary relation between G and M .
Triple K := (G,M, I) is called a (formal) context.
The set G is called a set of objects. The set M is called a set of attributes.

Consider mappings ϕ : 2G → 2M and ψ : 2M → 2G: ϕ(X) := {m ∈ M |
gIm for all g ∈ X}, ψ(A) := {g ∈ G | gIm for all m ∈ A}. For any X1, X2 ⊆
G, A1, A2 ⊆M one has

1. X1 ⊆ X2 ⇒ ϕ(X2) ⊆ ϕ(X1)
2. A1 ⊆ A2 ⇒ ψ(A2) ⊆ ψ(A1)
3. X1 ⊆ ψϕ(X1) and A1 ⊆ ϕψ(A1)

Mappings ϕ and ψ define a Galois connection between (2G,⊆) and (2M ,⊆), i.e.
ϕ(X) ⊆ A ⇔ ψ(A) ⊆ X. Usually, instead of ϕ and ψ a single notation (·)′ is
used. (·)′ is sometimes called a derivation operator. For X ⊆ G the set X ′ is
called the intent of X and is denoted int(X). Similarly, for A ⊆M the set A′ is
called the extent of A and is denoted ext(A).
Let Z ⊆M or Z ⊆ G. (Z)′′ is called the closure of Z in K. Applying Properties
1 and 2 consequently one gets the monotonicity property: for any Z1, Z2 ⊆ G or
Z1, Z2 ⊆M one has Z1 ⊆ Z2 ⇒ Z ′′

1 ⊆ Z ′′
2 .

Let m ∈ M,X ⊆ G, then m is called a negated attribute. m ∈ X ′ whenever no
x ∈ X satisfies xIm. Let A ⊆M ; A ⊆ X ′ iff all m ∈ A satisfy m ∈ X ′.

An implication of K := (G,M, I) is defined as a pair (A,B), written A→ B,
where A,B ⊆ M . A is called the premise, B is called the conclusion of the
implication A → B. The implication A → B is respected by a set of attributes
N if A * N or B ⊆ N . The implication A → B holds (is valid) in K if it is
respected by all g′, g ∈ G, i.e. every object, that has all the attributes from A,
also has all the attributes from B. Implications satisfy Armstrong rules:

A→ A
,

A→ B

A ∪ C → B
,

A→ B,B ∪ C → D

A ∪ C → D

A support of an implication in context K is the set of all objects of K, whose
intents contain the premise and the conclusion of the implication. A unit impli-
cations is defined as an implication with only one attribute in the conclusion,
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i.e. A→ b, where A ⊆M, b ∈M . Every implication A→ B can be regarded as
the set of unit implications {A→ b | b ∈ B}. One can always observe only unit
implications without loss of generality.

An implication basis of a context K is defined as a set L of implications of K,
from which any valid implication for K can be deduced by the Armstrong rules
and none of the proper subsets of L has this property.
A minimal implication basis is an implication basis minimal in the number of
implications. A minimal implication basis was defined in [7] and is known as
the canonical implication basis. In paper [4] the premises of implications from
the canonical base were characterized in terms of pseudo-intents. A subset of
attributes P ⊆ M is called a pseudo-intent, if P 6= P ′′ and for every pseudo-
intent Q such that Q ⊂ P , one has Q′′ ⊂ P . The canonical implication basis
looks as follows: {P → (P ′′ \ P ) | P - pseudo-intent}.

We say that an object g is reducible in a context K := (G,M, I) iff ∃X ⊆ G :
g′ =

⋂
j∈X

j′.

3 Types of Errors

In this section we use the idea of data domain dependency. Usually objects and
attributes of a context represent entities. Dependencies may hold on attributes of
such entities. However, such dependencies may not be implications of a context
as a result of an error in object intents. Thereby, data domain dependencies
are such rules that hold on data represented by objects in a context, but may
erroneously be not valid implications of a context.

In this work we consider only dependencies that do not have negations
of attributes in premises. As mentioned above there is no need to specially
observe non-unit implications. Consider possible types of such dependencies
(A ⊆M, b, c ∈M):

1. A→ b
2. A→ b
3. A→ b ∨ c
4. A → Φ, where Φ is any logical formula not considered above, for example,
Φ = a ∨ (b ∧ c)

The types 1 and 2 are most simple and common dependencies. In this work we
try to find the algorithm to reveal these two types of dependencies and find
corresponding errors.

4 Finding Errors

Below we assume that we are given a context (possibly empty) with correct data
and a number of new object intents that may contain errors. This data is taken
from some data domain and we may ask an expert whose answers are always
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correct. However, we should ask as few questions as possible.

We introduce two different approaches to finding errors. The first one is based
on inspecting the canonical basis of a context. When adding a new object to the
context one may find all implications from the canonical basis of the context
such that the implications are not respected by the intent of the new object.
These implications are then output as questions to an expert in form of unit
implications. If at least one of these implications is accepted, the object intent
is erroneous. Since the canonical basis is the most compact (in the number of
implications) representation of all valid implications of a context, it is guaranteed
that the minimal number of questions is asked and no valid dependencies of Type
1 are left out.
Although this approach allows one to reveal all dependencies of Type 1, there
are several issues. The problem of producing the canonical basis with known
algorithms is intractable. Recent theoretical results suggest that the canonical
base can hardly be computed with better worst-case complexity than that of the
existing approaches ([3], [1]). One can use other bases (for example, see progress
in computing proper premises [10]), but the algorithms known so far are still
too costly and non-minimal bases do not guarantee that the expert is asked the
minimal sufficient number of questions.

However, since we are only interested in implications corresponding to an
object, it may be not necessary to compute a whole implication basis. Here is
the second approach. Let A ⊆M be the intent of the new object not yet added
to the context. m ∈ A′′ iff ∀g ∈ G : A ⊆ g′ ⇒ m ∈ g′, in other words, A′′

contains the attributes common to all object intents containing A. The set of
unit implications {A → b | b ∈ A′′ \ A} can then be shown to the expert. If all
implications are rejected, no attributes are forgotten in the new object intent.
Otherwise, the object is erroneous. This approach allows one to find errors of
Type 1.

5 Improvements

Obviously, applying the derivation operator two times is a much easier task than
computing the canonical basis, and can be performed in polynomial time. How-
ever, the following case is possible. Let A ⊆ M be the intent of the new object
such that @g ∈ G : A ⊆ g′. In this case A′′ = M and the implication A→ A′′ \A
has empty support. This may indicate an error of Type 2, because the object
intent contains a combination of attributes impossible in the data domain, but
the object may be correct as well. An expert could be asked if the combination
of attributes in the object intent is consistent in the data domain. For such a
question the information already input in the context is not used. More than
that, this question is not sufficient to reveal an error of Type 1.
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Proposition 1. Let K = (G,M, I), A ⊆M . The set

IA = {B → d | B ∈MCA, d ∈ B′′ \A ∪A \B},

whereMCA = {B ∈ CA|@C ∈ CA : B ⊂ C} and CA = {A∩g′ | g ∈ G}, is the set
of all unit implications (or their non-trivial consequences with some attributes
added in the premise) of Types 1 and 2 such that implications are valid in K,
not respected by A, and have not empty support.

Proposition 1 allows one to find an algorithm for computing the set of ques-
tions to an expert revealing possible errors of Types 1 and 2. The pseudocode is
pretty straightforward and is not shown here for the sake of compactness.
Since computing the closure of a subset of attributes takes O(|G| × |M |) time in
the worst case, and we need to compute respective closures for every object in
the context, the time complexity of the whole algorithm is O(|G|2 × |M |).
We may now conclude that we are able to find possibly broken dependencies of
two most common types in new objects. However, this does not always indicate
broken real dependency, as we not always have enough information already input
in our context. That is why we may only develop a hypothesis and ask an expert
if it holds.
For more details, example, and proof of Proposition 1, please, refer to [9].

6 Debugging

6.1 Context Preparation

Normally debugging starts with a failure report. Such a report contains the input
on which the program failed. By this we mean that our program was not able to
output the expected result or did not finish at all. This implicitly defines “goal”
function which is capable of determining either a program run was successful
or not. We could imagine a case where we do not have any successful inputs,
i.e. those inputs which were processed successfully by the program. However, it
does not seem reasonable. In a such a case the best option seems to rewrite the
code or look for obvious mistakes. Modern techniques of software development
suggests running tests even before writing code itself; unless the tests are passed
code is not considered finished. Therefore, successful inputs are at least those
contained in the test suites.
As discussed in the beginning of this paper the problem of finding appropriate
inputs was considered by different authors. This problem is indeed of essential
importance for debugging. However, we do not aim at solving it. Instead we
assume that inputs are already found (using user reports, random generator, or
something else), processed (it is better if inputs are minimized, however, not
necessary), and are at hands. We focus on processing the program runs on given
inputs.
Our approach consists in the following. We construct two contexts: first with
successful runs as objects, second with failed runs. In both cases attributes are
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the lines of the code (conveniently presented via line numbers). We put a cross if
during processing of the input the program has covered the corresponding line.
So in both cases we record the information about covered lines during processing
of the inputs. After contexts are ready we treat all the objects from the context
with failed runs as new objects and try to find errors as described in the previous
sections. Expected output is an implication A → B. The interpretation is as
follows; in successful runs whenever lines numbers A are covered, lines numbers
B are covered as well. For some reason in the inspected failed run this is not
the case. Debugging consists now in finding this reason. This is not absolutely
automatic debugging, however, we receive some more clues and may find a bug
without checking the written code line by line. More than that, this approach is
strict, that is we say that it always happens, not with any probability. And it
corresponds to the real situation: the bug is there, not with any probability.

6.2 Example

Consider the following function written in Python (example taken from [12]):

Listing 1.1: remove html markup [12]

1 def remove html markup ( s ) :
2 tag = False
3 quote = False
4 out = ””
5 for c in s :
6 i f ( c == ’< ’ and
7 not quote ) :
8 tag = True
9 e l i f ( c == ’> ’ and

10 not quote ) :
11 tag = False
12 e l i f ( c == ’ ” ’ or
13 c == ” ’ ” and
14 tag ) :
15 quote = not quote
16 e l i f not tag :
17 out = out + c
18 return out

The goal of the function, as follows from its name, is to remove html markup
from the input, no matter if it occurs inside or outside quotes. Therefore, we
may formulate our goal as: no < in output. Such a formulation does not allow us
to catch all the bugs (check input "foo" in contexts below), but it suffices for
our purposes.
The function works as follows. After initialisation we have four “if” cases. The
first and the second one checks if we have encountered a tag symbol outside of
quotes. If so, the value of “tag” is changed. The third one checks if we have
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encountered a quote symbol inside tag. This is important for not closing a tag
if the closing symbol happens to be in one of the parameters (see inputs). If so,
the value of “quote” is changed. The last “if” adds the current character to the
output if we are outside the tag.

We consider the following set of inputs: foo, <b>foo</b>, "<b>foo</b>",
"<b>a</b>", "<b></b>", "<>", "foo", ’foo’, <em>foo</em>, "", <"">, <p>,
<a href=">">foo</a>

Using the given outputs we obtain two contexts:

Context with successful inputs 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18

foo × × × × × × × × × × ×
<b>foo</b> × × × × × × × × × × × × × × ×
"foo" × × × × × × × × × × × ×
’foo’ × × × × × × × × × × × ×
<em>foo</em> × × × × × × × × × × × × × × ×
<a href=">">foo</a> × × × × × × × × × × × × × × × ×
"" × × × × × × × × ×
<""> × × × × × × × × × × × × ×
<p> × × × × × × × × × × × × × ×

Context with failed inputs 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18

"<b>foo</b>" × × × × × × × × × × × × × ×
"<b>a</b>" × × × × × × × × × × × × × ×
"<b></b>" × × × × × × × × × × × × × ×
"<>" × × × × × × × × × × × × × ×

Fig. 1: Contexts with failed and successful runs

It is easy to notice that the only difference between failed inputs as context
objects is their names.
Adding any of failed inputs to the first context yields the following implication:

7, 13, 15→ 8, 11

What is essentially said is if we happened to cover lines 7, 13, 15, we should have
also had been inside tag (lines 8 and 11). Given some thought and attention we
realize that this is absolutely true, because it is not clear how we could reach
line 15 without having “tag”= true, as this condition is checked in line 14.
In Python as well as in many other languages logical operation “and” has a higher
priority as “or”, so condition of the third “if” (c == ’"’ or c == "’" and

tag) is implicitly transformed in (c == ’"’ or (c == "’" and tag)), that is
why on lines 12 and 13 brackets are forgotten. After debugging the condition
should look as follows: ((c == ’"’ or c == "’") and tag) and the program
runs correctly.
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7 Conclusion

A technique for finding errors of two types in new object intents is presented.
As opposed to finding the canonical basis of the context the proposed algorithm
terminates much faster. Based on this technique an approach for debugging
source code is presented. This approach is capable of finding strict dependencies
between lines of source code covered in successful and failed runs. The output is
a logical expression which allows to debug the source code using the logic of the
program. This may get us one step closer to automated debugging.
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Abstract. We review previous work using Formal Concept Analysis
(FCA) to build Information Retrieval (IR) applications seeking a wider
adoption of the FCA paradigm in IR. We conclude that although a num-
ber of systems have been built with such paradigm (FCA in IR), the most
effective contribution would be to help establish IR on firmer grounds
(FCA for IR). Since such an approach is only incipient, we contribute to
the general discussion by discussing affordances and challenges of FCA
for IR.

1 Introduction

Modern Information Retrieval (IR) is a wide field with several different concerns
pulling in different directions. Under the competitive task evaluation paradigm
[29], IR strives to solve tasks using any of a variety of models, mostly by Machine
Learning techniques [41]. A glimpse at the main types of IR models can be found
in [27], reproduced here as Fig. 1.

Perhaps the simplest and best known task is that of ad hoc retrieval, where a
corpus of documents is searched with a number of topics (Sec. 2), but certainly
the most prevalent task is the familiar Web retrieval. They are also typical
instances of batch and interactive retrieval tasks, respectively.

The Formal Concept Analysis (FCA)3 community has been implementing
Information Retrieval (IR) systems for well over 25 years, starting with [21]. Yet
few mainstream IR practitioner confess to understanding the bases of FCA, a
testimony of the scarce impact of the former in mainstream IR.

? FJVA has been partially supported by EU FP7 project LiMoSINe (contract 288024).
CPM has been partially supported by the Spanish Government-Comisión Intermin-
isterial de Ciencia y Tecnoloǵıa project TEC2011-26807 for this paper.

3 This paper is targeted at FCA practitioners, so the reader is expected to be ac-
quainted with the principal results of FCA. For analogue papers targeted at IR
practitioners see [35, 42].
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Fig. 1: A schematics showing the main types of Information Retrieval models
(after [27])

To the best of our knowledge only two information retrieval-incepted books
have realised the potential of FCA for IR: [45] and [11]. On the one hand, Van
Rijsbergen briefly notes down that the Boolean Retrieval Model is captured in
terms of Galois connections between documents and features (terms) [45, p. 37],
although he includes there the inverse index on terms and documents which
may best be conceived in terms of a Galois adjunction[42]. On the other hand,
Dominich makes a very cursory review of the state-of-the-art up until 2008 [11].
He notes down the work of [37] on faceted information retrieval and that of
[6] on browsing Web retrieval results with concept lattices, and the disjunctive
approximation to boolean retrieval of [32]. Curiously, the data-driven nature of
FCA is downplayed in this work.

In the FCA camp, the broadest review is still [6] but [5, 23, 37, 38] have
narrower foci. Notice that both [11, 37] review work in lattice-based IR systems
prior to the groundbreaking [21], but pre-FCA emphasis is in designing the
lattice instead of obtaining it from the relevance relation: the data driven quality
of FCA is missing in this early work, e.g. [33].

We believe that part of the explanation for this divide may be that only
the most simple, basic tasks in IR—and using the oldest IR models—have been
successfully tackled with FCA techniques. After all, IR in some 60+ years has
developed its own set of techniques, methods for research and testing and is
practised by, probably, the most thriving community in ICT. It is only natural
that FCA can only be considered as a subsidiary discipline to such endeavour.
Or not?

In this paper we want to put forward the distinction between FCA in IR and
FCA for IR, that is implementing IR systems with FCA vs. augmenting IR with
the methods and ideas of FCA. We claim that most of the work so far has been
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in FCA in IR and the time is ripe to expound on a FCA for IR, that is a theory
of the affordances and challenges of using FCA to solve IR tasks, already started
in [6]. Here we use affordances in the sense of [34], to refer to “the actionable
properties between the world and an actor”, that is, the ’world’ of FCA and the
’actor’ that is an IR practitioner.

This paper is about raising awareness of these two conceptions of the role of
FCA vis-à-vis IR. For this purpose, we introduce in Sec. 2 a prototypical infor-
mation retrieval task to make explicit what types of problems an IR practitioner
comes up with. In Sec. 3 we review to what extent FCA actually solves such
problems by supplying a set of affordances of FCA for IR. Finally, we discuss in
Sec. 4 what are further challenges that FCA has to solve for a wider adoption
in a number of data-intensive application domains, including IR.

2 A prototypical information retrieval task

To guide our exposition we will discuss the ad-hoc retrieval task, that is, the
task where the IR system is expected to produce the documents relevant to
an arbitrary user need as expressed in a one-off, user-initiated query [29, p.
3]. Although Web retrieval is perhaps the prevalent IR task at present, ad-hoc
retrieval is the best studied one and it admits many different models. In the
following, we expand the modelling of this task propounded in [42] as a script
to discuss affordances and challenges in using FCA for IR tasks.

A model for batch ad-hoc tasks To fix notation, we adapt the formal model
put forward by Fuhr [17] reproduced in Fig. 2—although we interpret the signs
there differently—and we let Q, D, and R respectively stand for a set of infor-
mation needs for a querying user, a set of information-bearing percepts and a
psychological capability whereby a particular user is going to judge the relevance
of the information percepts for her information needs.

Q
αQ−−−−−→ Q

βQ−−−−−→ Q′

R
∥∥∥ R

∥∥∥ R′
∥∥∥

D
αD−−−−−→ D

βD−−−−−→ D′

Fig. 2: An adaptation of the conceptual model of Fuhr [17] with the concepts
dealt with in this paper highlighted.

Figure 2 highlights the data and models we will address in this paper: let Q, D
and R be the outcome of as many instantiation processes of the above-mentioned
information needs, information supplies and relevance judgments, respectively.
We will call them queries, documents and relevance judgments and assume that
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the relevance judgment representations adopt the form of a relevance relation,
R ⊆ D × Q . Finally, let Q′, D′, R′ be the query representations, document
representations and the relevance judgments in representation space respectively,
so that R′ ⊆ D′ ×Q′ .

Whereas Fuhr’s model considers queries, documents and judgements to be
inside the information retrieval system, we consider them both inside and out-
side, since they are more properly conceived as (multimedia) recordings of the
psychological entities and processes considered above. They have an immanent
existence independent of the system yet are related to them by their represen-
tations. However, representations arise when we try to approximate the infor-
mation content of queries and documents inside an IR system, hence they are
sometimes called surrogates or surrogate representations (for their records).

Although the model posits four maps between the above-introduced domains,
for practical reasons it is common to concentrate on only two

A query representation process, βQ : Q → Q′, mapping from queries to
query representation suitable for processing in a particular information re-
trieval system.

A document representation process, βD : D → D′, mapping from docu-
ments to document representations.

Therefore, we limit ourselves to the domains, mappings and sets enclosed by the
square in Fig. 2, the recording- and representation-related domains.

Assessment The ideal IR system SD,Q(R) =< %R > would consist in a rel-
evance function %R describing relevant documents where %R(qi) is the set of
documents relevant to query qi as dictated by the ideal relevance relation R .
But in the process of building an IR system we may incur modelling errors,
approximation, etc., whence we accept that the actual relation implemented
will be the approximated relevance R̂ 6= R for the implemented IR system
SD,Q(R̂) =< %R̂ > . Its retrieval function may only return %R̂(qi) the set of
documents retrieved for the same query as dictated by the approximate relevance
R̂,

%R : Q→ 2D %R̂ : Q→ 2D (1)

qi 7→ %R(qi) = {dj ∈ D|djRqi} qi 7→ %R̂(qi) = {dj ∈ D|djR̂qi} .

The batch retrieval task can be subjected to the so-called “Cranfield model of
Information Retrieval system evaluation” [31], where a set of document records,
or collection, DT ⊆ D, a set of sampled query records, topics, QT ⊆ Q, and a set
of relevance judgments involving documents and query records, RT ⊆ DT ×QT
are known. Assessing the quality of SD,Q(R̂) means, essentially, comparing

R and R̂ : For a given query q, the system would retrieve documents %R̂(q)
whereas the relevant documents are given by the prescribed relevance as %R(q) .
Therefore the retrieved relevant documents for each query q ∈ Q would be
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%R(q) ∩ %R̂(q), and we would have precision PR̂ and recall RR̂—or any measure
derived therefrom—as

PR̂(q) =
|%R(q) ∩ %R̂(q)|
|%R̂(q)| RR̂(q) =

|%R(q) ∩ %R̂(q)|
|%R(q)| . (2)

A decomposition of the problem. We believe it is convenient to conceptually
decompose the synthesis of SD,Q(R̂) into the following problems[cfr. 6, §. 4]:

Problem 1 (Representation). Given different spaces of queries Q and their rep-
resentations Q′ find a mapping βQ between them. Do likewise for documents D,
their representations D′ and a surjective mapping βD between them.

Problem 2 (Generalization). Given local information about the relevance rela-
tion R in the form of a training subset R′T = D′T ×Q′T , extend/generalise such

information to R̂′ ⊆ D′ ×Q′.

Problem 3 (Surrogate implementation). Given domains of documents D and
queries Q (whether they be descriptions or representations), a querying hypoth-
esis and an estimated relevance relation R̂, build an information retrieval system
that faithfully implements the prescribed relevance4.

Once solved these problems we can build the retrieval set as

%R̂(q) = β−1D [%R̂′(βQ[q])] (3)

where we have taken the precaution of making all of the functions apply over
sets rather than singletons.

Problem 4 (Post-retrieval interaction). Given the answer set to a query %R̂(q)
present it to the user in an effective manner.

Note that in standard IR engineering practice the steps of retrieving doc-
ument representations and then finding their original document are often ag-
gregated by means of an inverted index. Also, (3) is often complemented with
retrieval status value for each result, a number stating the degree of relevance of
each retrieved document to the query.

3 Affordances of FCA for IR

This list is going to be informally structured as a sort of proof: first we state what
we consider the affordances of FCA for IR and then we explain the reasoning
behind our assertion.

Affordance 1 (Solving problem 3 in the conjunctive Boolean Model).
FCA implements the (conjunctive) Boolean Keyword model.

4 We use here R̂ as a variable ranging over possible relation values, not necessarily the
optimal one.
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Suppose that there exists a set of keywords T 5, queries are represented as
keywords Q′ ≡ T , documents are represented as set of keywords D′ ≡ 2T , and

estimated relevance R̂′ is defined by means of the inclusion relation d′R̂′q′ ⇔
d′ 3 q′ . The retrieval function is easy to write %R̂′({t}) = {d ∈ D | q ∈ d}, but
what are we to expect when supplying several queries, that is, several keywords?

To implement conjunctive querying we produce the intersection of the result
sets, that is, for B = {qi}i∈I we have

%1
R̂′({qi}i∈I) = {d ∈ D | ∀i ∈ I, qi ∈ d} = ∩i∈I{d ∈ D | qi ∈ d} .

In that case, the more keywords a query has the less documents the retrieval
function returns, that is, q′1 ⊆ q′2 implies %(q′1) ⊇ %(q′2). Then we realise that this
retrieval function is the query polar %1R′(q) of the Galois Connection in Fig. 3.(a)

%1R̂′ : 2Q → 2D

%1R̂′(B) = {d′i ∈ D′|∀q′ ∈ B, d′iR̂′q′}

ι1R̂′ : 2D
′ → 2Q

′

ι1R̂′(A) =
{
q′ ∈ Q′ | ∀d′ ∈ A, d′R′q′

}

(a) Galois connection

%2R : 2Q → 2D

%2R(B) = {d′i ∈ D′|∃q′ ∈ B, d′iR̂q′}

ι2R̂′ : 2D
′ → 2Q

′

ι2R̂′(A) =
{
q′ ∈ Q′ | d′R′q′ ⇒ d′ ∈ A

}

(b) Galois adjunction

Fig. 3: Galois connection and adjunction between two powersets of terms that
implement the conjunctive and disjunctive models of Boolean retrieval, respec-
tively.

This is one of the contributions of [21], the first paper to use FCA in IR,
that is, to build a Galois connections that implements an IR system, to the best
of our knowledge. Most of the work in FCA in IR uses this model [3, 9, 13, 37],
with the notable exception of the work starting with [32], who define relevance
in a way that leads to the disjunctive model of Fig. 3.(b). In this case, %2

R̂′(B) =

{di ∈ D|∃q ∈ B, diRq} , but, since there are some tricks to representing this in
a concept lattice [44], the authors of [32] develop a browsing model of their own.

Affordance 2. FCA implements query term expansion

In fact, the Galois connection has “another half”, the document polar. Let
A ⊆ D′ be a set of documents. Then the set of queries for which all those
documents are relevant is ι1

R̂′(A) = {q′ ∈ Q′ | ∀d′ ∈ A, d′R′q′} . Actually re-

trieval sets come in pairs called formal concepts6. In our example, a formal

5 This is sometimes called the bag-of-keywords model of documents.
6 In [21] they were originally called “complete pairs”.
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concept (A,B) is a pair of a set of documents A and a set of queries B so
that all the documents in A are relevant to all the queries in B, and dually,(
A = %1

R̂′(B), B = ι1
R̂′(A)

)
. These pairs come from the properties of the polars

in the Galois connection, as described in Fig. 4: the composition of the polars
are extensive, idempotent operators, that is, closure operators.

2D

ι1
R̂′

22

γ1D

��

%1
R̂′

%%

2Q
%1
R̂′

rr

γ1Q

��

%1
R̂′

yy
BD(D,Q, R̂)

ι1
R̂
(P )

11

↪→D

TT

BQ(D,Q, R̂)

%1
R̂qq

↪→Q

TT

(a) The concept lattice B(D,Q, R̂) and
two closure operators γ1

D and γ1
Q on doc-

uments and queries.

2D

ι2
R̂

22

κ2
D

��

%2
R̂

%%

2Q
%2
R̂

rr

γ2Q

��

%2
R̂

yy
NQ
D(D,Q, R̂)

ι2
R̂
(P )

11

↪→D

TT

NQ
Q(D,Q, R̂)

%2
R̂qq

↪→Q

TT

(b) The lattice of neighbourhood of
queries NQ(D,Q, R̂), an interior opera-
tor κ2

D on documents and a closure op-
erator γ2

Q on queries.

Fig. 4: Galois connections describing conjunctive (left) and disjunctive (right)
boolean retrieval.

Note that for a set of queries B ∈ Q, γ1
R̂′(B) ≥ B hence querying through

formal concepts expands the query sets in a data-dependent manner. This was
noted cursorily in [21] but is thoroughly explained in [6, Chap. 3] whose authors
have contributed the most to this line of work.

Affordance 3. FCA provides for integrated browsing and querying.

As previously noted, query submission in a concept lattice-based IR system is
just an application of the query polar, which obtains the concept whose extent is
the retrieval set, and whose intent is the extended query. This acts as a querying
mechanism.

On the other hand, formal concepts have a natural order based in the inclu-
sion order of extents or the dual inclusion order of intents, (A1, B1) ≤ (A2, B2)⇔
A1 ⊆ A2 ⇔ B1 ⊇ B2 . Furthermore, the Fundamental Theorem of Concept Lat-
tices asserts that this order between concepts is a complete lattice [20, p. 20],
representable as an order diagram.

Godin et al. [21, 22] put forth the idea that lower and upper neighbours as
well as parallel concepts define a topology for browsing in a (concept) lattice (see
Fig. 5 ). Consider a concept in focus C,
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– Below it lie its lower covers, those concepts with more stringent (higher
cardinality) query sets.

– Above it lie its upper covers, those which have less stringent (lower cardi-
nality) query sets.

– To each side of the concept in focus stand those sibling concepts sharing
parents (and descendants) with it. They have incompatible query sets (in-
consistent with the focus concept intent).

Fig. 5: Schematic representation of a concept C in focus in a concept lattice with
upper and lower neighbours, from [12] rather than [21]. Sibling nodes are within
shaded areas.

Although previous work had noted the interest of lattices for navigation, to
the extent of our knowledge, Godin et al. were the first to tie the modification
of queries (and therefore retrieval sets) to navigation in a systematic manner.
For in-detail reviews of this affordance in the context of Personal Information
Systems see [12, 13].

Affordance 4. FCA provides visualization schemes for the document-query lat-
tice at different scales.

The scales we refer to in this affordance are those related to the visual and
informational complexity of the lattice. Complexity scales are in other contexts
termed the micro-, meso-, macro- and mega-scales.

The local neighbourhood of a formal concept illustrated in Fig. 5 was posited
in [21, 22] and developed in a number of works [12]. It is a micro-visualization
device depicting the part of the lattice surrounding a particular concept in focus
whether incorporating a fisheye view [5, 21] or not [12].

On the other hand, the order diagram of the concept lattice acts as a meso-
scale visualization technique. Similarly, visualizing only the concepts that lie
below—or above—a focus concept produces visualization devices of comparable
complexity and can be considered meso-scale visualizations. Here we consider the
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mapping of the downset of the focus as a tree as in [4]. Furthermore, the use of
attribute and object projections on the whole lattice, reduced labelling and nested
line diagrams [20, 39] are all tools that help us balance displayed information
vs. visual complexity allowing us to display complex lattices at the mesoscale.

For those cases when these complexity-reducing strategies are not sufficient,
very little work has been done on observing lattices at the macro-scale—let alone
the mega-scale—sacrificing concept and local structure readability for the quick
glimpse of emerging features like height, width, overall shape, concept density,
etc. For an illustration of such problems, see the lattices in [24]. Recently, [14]
have proposed a technique to embed any concept lattice onto a boolean lattice
of similar complexity which acts as a representation space disposing of a lot of
information: its usability is, as yet, unassessed.

Affordance 5 (Solving problem 4). FCA provides retrieval-set navigation.

This niche application of FCA is perhaps the best-know to the IR commu-
nity [25, § 10.7]. It is a natural consequence of treating the retrieval set as a
subcorpus (of snippets, possibly) and using FCA to establish ordering relations
between them as induced by their terms. Perhaps the first to propose this use of
concept lattices is [3], and it is thoroughly explained in [6], usability studies in-
cluded. Systems implementing also a post-retrieval visualization of Web retrieval
searches or Meta-searches can be found in [8–10, 26].

Affordance 6. FCA captures naturally occurring (immanent) term dependen-
cies

If terms were independent, then concept lattices, at least from the perspective
of terms, should be boolean: all possible combinations of terms would arise as
intents, but this is never the case. Since the inception of the first FCA in IR
systems it was noticed that particular groupings of terms occur naturally in
documents and this is reflected in the system of intents. Of course, this dovetails
into the Automatic Expansion of Queries mentioned in Affordance 2: modelling
term dependencies is how automatic query expansion is catered to. In terms of
IR models, this means that the model implemented by FCA is actually in the
empty square in Fig. 1. Carpineto and Romano [7] have investigated this issue
heavily both from the point of view of IR and from that of FCA [see 6, §3.1 for
a rather extensive review].

Affordance 7. FCA scaling implements faceted search & navigation.

Sometimes certain sets of attributes have different multiple possible values
and/or special relationships between those values—such as hierarchies—and it
is interesting for navigation purposes to see the collection of documents through
the prism of those relations. This is called faceted information retrieval.

In FCA, discrete multi-valued attributes or otherwise-related attributes may
be rendered in a data-dependent fashion by means of the process of scaling
attributes [20]. But the effectiveness of this process depends extraordinarily on
the experience of the expert user doing the encoding of attributes.
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Although faceted navigation is explicitly mentioned in [21], it seems that
FaIR was the first actual implementation using FCA [11, 37], albeit for a re-
stricted application, thesaurus exploration. A review of faceted boolean IR can
be found in [13]—as applied to Personal Information Systems—with an emphasis
on usability, visualisation and navigation.

An alternative to scaling is logical concept analysis, LCA where any logical
formula may be used to characterize intents [16], and it has been used to build a
Personal Information Retrieval system for photos based in metadata [15]. Note
that LCA is a proper generalization of FCA.

Although a number of other topics suggest themselves for this review—such
as Semantic Filesystems [15, 30] or the duality of Information Pull & Push—to
put them in context would demand more space than we have at our disposal.

4 Discussion: challenges of IR for FCA

Dealing with redundancy and noise in data. As in other subfields of
machine learning and pattern recognition, functions βQ and βD of Fig. 2 can be
thought of as functions that reduce unnecesary redundancy and noise.

For instance, when dealing with text we should be aware that natural lan-
guage is widely-acknowledged to be extremely redundant : many words, expres-
sions, constructions, etc. convey the same ideas and essentially make the com-
plexity of the system grow. Furthermore, if words are considered terms for IR,
every single word encountered when tokenizing a text invokes all of the senses
conventionally assigned to it in a language. Since it is these senses that are
purported to mediate the actual relation between the terms and documents,
serendipity may reinforce not just the originally intended sense but also some
unrelated senses due to surrounding context. This is a manifestation of noise,
e.g. undesired content. And these problems can only be compounded by the
ubiquity of synonymy and polysemy in Natural Language.

On top of the excess complexity incurred by redundancy, it is well-known
that FCA is very sensitive to the spureous absence or presence of crosses in the
incidence relation between documents and terms: the addition or deletion of any
such incidences may as much as double or halve the number of concepts in the
lattice[20]. If FCA is to succeed in dealing with such problems it has to devise
methods to cope with this kind of noise at the incidence relation level.

Big data, supervised operation and training. The main challenge for FCA
to be of any help to IR is scalability. Perhaps the maximum reported size for
FCAinIR systems is some thousands of documents [39], while it is customary for
present-day IR systems to have millions of documents. There is no easy way to
overcome this inherent limitation for concept lattices: building them is just too
costly in time and space[28].

One way to address the complexity of Big Data would be to assume the data-
driven paradigm of Machine Learning or Pattern Recognitition [41]. However,
FCA is an unsupervised machine learning technique: all of the information in the
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lattice stems from the information in the documents, the terms and the incidence
relation between them. But the solution to Problem 2 seems to entail a supervised
procedure whereby the training topic judgements can be used to improve unseen
topics. At present, relevance in the boolean case is dictated a priori and there
is no room for such supervision, only for post-retrieval assessment.

Unless this mismatch is addressed, machine learning-inspired techniques will
still outperform FCA or address tasks which FCA simply cannot attempt.

Catering to more complex IR models. The history of IR seems to be an
account of progressively complex modelling of textual data. From the boolean
bag-of-word models, conceived as boolean vectors, it is easy to take a concep-
tual jump towards softer weighting schemes in the Vector Space Model. From
constant-dimension vectors in the Vector Space Model, it is an easy jump to
probability-weighted formal series, that is (generative) language models. Simi-
larly, from vector description in non-orthogonal systems of generators it is easy
to conceive an orthonormal basis wherein to represent vectors, which is the
essence of Latent Semantic Indexing, and so on. All such conceptual leaps are
steps in a process of continual algebraization of the underlying models that entail
better modelling or learning capabilities in IR.

Such a process has barely begun in FCA with the so-called generalizations
of FCA, [1, 2, 43]. Nevertheless, coincidences can be seen in all such evolutions:
it seems that the basis for any possible generalization of FCA is the theory of
residuated semirings [36], while many of the models in IR have semiring-based
costs (probabilities, log-probabilities, etc.)

In a similar tone, most of the implementations of FCA in IR deal with the
conjunctive querying case, with the previously noted exception of [32], which
implements a sort of disjunctive model. If FCA wants to embrace all possible
“conceptualization modes” for queries, it needs to standardize and use habitually
the whole gamut of Galois connections available [44].

A concluding note. . . On the one hand, the FCA community has an increas-
ing collective expertise in the development of IR applications (FCA in IR) in
different domains and tasks, but has achieved only limited impact in IR proper,
for the reasons explained above among others.

On the other hand, FCA has strong theoretical foundations that can help IR
understand better its own models and basic assumptions (FCA for IR). Yet FCA
would very much profit by the assessment-oriented approach to task-solving now
prevalent in the field of IR. It would seem FCA only needs to embrace the new
generalization efforts outgrowing from the dynamic flourishing of FCA these past
15 years to do so.

At the risk of being too poetical, since IR is highly empirical (and in the quest
for firmer theoretical grounding) and FCA highly theoretical yet completely
data-driven (but still needs to come to terms with task-realities) there is still
hope for a middle ground/sweet spot where someday the twain may meet.
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[35] R. Pedraza-Jiménez, F. J. Valverde-Albacete, and A. Navia-Vázquez. A
generalisation of fuzzy concept lattices for the analysis of web retrieval tasks.
In Proceedings of the International Conference on Information Processing
and Management of Uncertainty in Knowledge-Based Systems, (IPMU’06),
July 2006.

[36] S. Pollandt. Fuzzy-Begriffe. Formale Begriffsanalyse unscharfer Daten.
Springer, Heidelberg, 1997.

[37] U. Priss. Lattice-based information retrieval. Knowledge Organization, 27
(3):132–142, 2000.

[38] U. Priss. Formal concept analysis in information science. In B. Cronin,
editor, Annual Review of Information Science and Technology (ARIST),
pages 521–543. Information Today, Inc., Jan. 2006.

[39] T. Rock and R. Wille. Ein TOSCANA-Erkundungssystem zur Literatur-
suche. In Stumme and Wille [40], pages 239–253.

[40] G. Stumme and R. Wille, editors. Begriffliche Wissensverarbeitung; Meth-
oden und Anwendungen, Heidelberg, 2000. Springer.

[41] S. Theodoridis and K. Koutroumbas. Pattern Recognition. Academic Press,
third edition, 2006.

[42] F. J. Valverde-Albacete. Combining soft and hard techniques for the analy-
sis of batch retrieval tasks. In E. Herrera-Viedma, G. Pasi, and F. Crestani,
editors, Soft Computing for Information Retrieval on the Web. Models and
Applications, volume 197 of Studies in Fuzziness and Soft Computing, pages
239–258. Springer, 2006. ISSN 1434-9922 (print edition). ISSN (electronic
edition) 1860-0808, ISBN-10 3-540-31588-8, ISBN-13 978-3-540-31588-9.

[43] F. J. Valverde-Albacete and C. Peláez-Moreno. Towards a generalisation
of formal concept analysis for data mining purposes. Concept Lattices.
Proceedings of the International Conference on Formal Concept Analysis
(ICFCA 06), LNAI 3874:161—176, Dec 2006.

[44] F. J. Valverde-Albacete and C. Peláez-Moreno. Extending conceptualisation
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Abstract. A Monte Carlo approach using Markov Chains for random
generation of concepts of a finite context is proposed. An algorithm sim-
ilar to CbO is used. We discuss three Markov chains: non-monotonic,
monotonic, and coupling ones. The coupling algorithm terminates with
probability 1. These algorithms can be used for solving various informa-
tion retrieval tasks in large datasets.
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1 Introduction

In many natural problems of information retrieval the piece of information which
we are looking for is not contained in few documents. The query generates a
huge amount of relevant documents and the task is to generates a cluster of
related documents together with the set of common terms describing its common
meaning. There are many choices for such cluster. So, the user has to look for
plausible answers to his query.

JSM-method is a logical device to provide plausible reasoning for generation,
verification and falsification of such clusters and for explanation of whole collec-
tion of all relevant documents by means of accepted clusters. The first variant
of JSM method was presented by Prof. V.K. Finn in 1983 [1] (in Russian). FCA
corresponds to the generation (“induction”) step of JSM method. See [5] for
details. This correspondence allows to use FCA algorithms in JSM-method and
vice versa. For example, the well-known algorithm “Close-by-One” (CbO) was
initially introduced by S.O. Kuznetsov in [4] for JSM-method and later trans-
lated into FCA framework. The state of art for JSM-method is represented in
[2].

In our opinion, the main drawback of ’old-fashioned’ JSM-method is the
computational complexity of JSM algorithms, especially for the induction step.
Paper [7] presents a results of comparison between various (partially improved
by the survey’s authors) variants of famous deterministic algorithms of FCA.
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Paper [6] provides theoretical bounds on computational complexities of various
JSM tasks.

The development of JSM-method has resulted in intelligent systems of JSM
type that were applied in various domains such as sociology, pharmacology,
medicine, information retrieval, etc. In practice there were situations when a
JSM system generates more than 10,000 formal concepts (JSM similarities) from
a context with about 100 objects. In our opinion the importance of all gener-
ated concepts is doubtful, because when experts manually select important JSM
causes they reject majority of generated JSM similarities.

In this paper we propose Monte Carlo algorithms using Markov Chain ap-
proach for random generation of concepts of a finite context. In other words, we
replace the lattice of all concepts by small number of its random elements.

2 Background

2.1 Basic definitions and facts of FCA

Here we recall some basic definitions and facts of Formal Concept Analysis
(FCA) [3].

A (finite) context is a triple (G,M, I) where G and M are finite sets and
I ⊆ G × M . The elements of G and M are called objects and attributes,
respectively. As usual, we write gIm instead of 〈g,m〉 ∈ I to denote that object
g has attribute m.

For A ⊆ G and B ⊆M , define

A′ = {m ∈M |∀g ∈ A(gIm)}, (1)

B′ = {g ∈ G|∀m ∈ B(gIm)}; (2)

so A′ is the set of attributes common to all the objects in A and B′ is the set of
objects possesing all the attributes in B. The maps (·)′ : A 7→ A′ and (·)′ : B 7→
B′ are called derivation operators (polars) of the context (G,M, I).

A concept of the context (G,M, I) is defined to be a pair (A,B), where
A ⊆ G, B ⊆ M , A′ = B, and B′ = A. The first component A of the concept
(A,B) is called the extent of the concept, and the second component B is
called its intent. The set of all concepts of the context (G,M, I) is denoted by
B(G,M, I).

Example 1 (Boolean cube with n atoms). Consider the context (G,M, I), where
G = {g1, . . . , gn}, M = {m1, . . . ,mn}, and

gjImk ⇔ j 6= k. (3)

Then ({gj1 , . . . , gjk})′ = M\{mj1 , . . . ,mjk}, ({mj1 , . . . ,mjk})′ = G\{gj1 , . . . , gjk},
A′′ = A for all A ⊆ G, and B′′ = B for all B ⊆M . Hence B(G,M, I) has element
({gj1 , . . . , gjk},M \ {mj1 , . . . ,mjk}) for every {gj1 , . . . , gjk} ⊆ G.
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Let (G,M, I) be a context. For concepts (A1, B1) and (A2, B2) in B(G,M, I)
we write (A1, B1) ≤ (A2, B2), if A1 ⊆ A2. The relation ≤ is a partial order on
B(G,M, I).

A subset A ⊆ G is the extent of some concept if and only if A′′ = A in which
case the unique concept of which A is the extent is (A,A′). Similarly, a subset
B of M is the intent of some concept if and only if B′′ = B and then the unique
concept with intent B is (B′, B).

It is easy to check that A1 ⊆ A2 implies A′1 ⊇ A′2 and for concepts (A1, A
′
1)

and (A2, A
′
2) reverse implication is valid too, because A1 = A′′1 ⊆ A′′2 = A2.

Hence, for (A1, B1) and (A2, B2) in B(G,M, I)

(A1, B1) ≤ (A2, B2)⇔ A1 ⊆ A2 ⇔ B2 ⊆ B1. (4)

Fix a context (G,M, I). In the following, let J be an index set. We assume
that Aj ⊆ G and Bj ⊆M , for all j ∈ J .

Lemma 1. [3] Assume that (G,M, I) is a context and let A ⊆ G, B ⊆M and
Aj ⊆ G and Bj ⊆M , for all j ∈ J . Then

A ⊆ A′′ and B ⊆ B′′, (5)

A1 ⊆ A2 ⇒ A′1 ⊇ A′2 and B1 ⊆ B2 ⇒ B′1 ⊇ B′2, (6)

A′ = A′′′ and B′ = B′′′, (7)

(
⋃

j∈J
Aj)
′ =

⋂

j∈J
A′j and (

⋃

j∈J
Bj)
′ =

⋂

j∈J
B′j , (8)

A ⊆ B′ ⇔ A′ ⊇ B. (9)

Proposition 1. [3] Let (G,M, I) be a context. Then (B(G,M, I),≤) is a lattice
with join and meet given by

∨

j∈J
(Aj , Bj) = ((

⋃

j∈J
Aj)
′′,

⋂

j∈J
Bj), (10)

∧

j∈J
(Aj , Bj) = (

⋂

j∈J
Aj , (

⋃

j∈J
Bj)
′′); (11)

Corollary 1. For context (G,M, I) the lattice (B(G,M, I),≤) has (M ′,M) as
the bottom element and (G,G′) as the top element. In other words, for all
(A,B) ∈ B(G,M, I) the following inequalities hold:

(M ′,M) ≤ (A,B) ≤ (G,G′). (12)

2.2 The “Close-by-One” operations: definition and properties

With the help of expressions for the infinum and the supremum operations in
B(G,M, I) given by Proposition 1 we can introduce local steps of our Markov
chains:
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Definition 1. For (A,B) ∈ B(G,M, I), g ∈ G, and m ∈M define

CbO((A,B), g) = ((A ∪ {g})′′, B ∩ {g}′), (13)

CbO((A,B),m) = (A ∩ {m}′, (B ∪ {m})′′). (14)

so CbO((A,B), g) is equal to (A,B) ∨ ({g}′′, {g}′) and CbO((A,B),m) is equal
to (A,B) ∧ ({m}′, {m}′′).

We call these operations CbO because the first one is used in Close-by-One
(CbO) Algorithm to generate all the elements of B(G,M, I), see [4] for details.

Lemma 2. Assume that (G,M, I) is a context and let (A,B) ∈ B(G,M, I),
g ∈ G, and m ∈M . Then

g ∈ A⇒ CbO((A,B), g) = (A,B), (15)

m ∈ B ⇒ CbO((A,B),m) = (A,B), (16)

g /∈ A⇒ (A,B) < CbO((A,B), g), (17)

m /∈ B ⇒ CbO((A,B),m) < (A,B). (18)

Proof. If g /∈ A then A ⊂ A∪{g} ⊆ (A∪{g})′′ by (5). By definition of the order
between concepts this inclusion and (13) imply (17). Relation (18) is proved in
the same way, the rest is obvious.

Lemma 3. Assume that (G,M, I) is a context and let (A1, B1), (A2, B2) ∈
B(G,M, I), g ∈ G, and m ∈M . Then

(A1, B1) ≤ (A2, B2)⇒ CbO((A1, B1), g) ≤ CbO((A2, B2), g), (19)

(A1, B1) ≤ (A2, B2)⇒ CbO((A1, B1),m) ≤ CbO((A2, B2),m). (20)

Proof. If A1 ⊆ A2 then A1 ∪ {g} ⊆ A2 ∪ {g}. Hence (6) implies (A2 ∪ {g})′ ⊆
(A1 ∪ {g})′. Second part of (6) implies (A1 ∪ {g})′′ ⊆ (A2 ∪ {g})′′. By definition
of the order between concepts this is (19). Relation (20) is proved in the same
way by using (4).

3 Markov Chain Algorithms

Now we represent Markov chain algorithms for random generation of formal
concepts.

Data: context (G,M, I), external function CbO( , )
Result: random concept (A,B) ∈ B(G,M, I)
t := 0; (A,B) := (M ′,M);
while (t < T ) do

select random element x ∈ (G \A) t (M \B);
(A,B) := CbO((A,B), x);
t := t+ 1;

end
Algorithm 1: Non-monotonic Markov chain
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Example 2 (Random walk on Boolean cube). Consider the context (G,M, I) of
Example 1. Then Non-monotonic Markov chain corresponds to Random Walk
on Boolean Cube of all the concepts in B(G,M, I).

Definition 2. An (order) ideal of partially odered set (poset) (S,≤) is a subset
J of S such that

∀s ∈ S ∀r ∈ J [s ≤ r ⇒ s ∈ J ]. (21)

A Markov chain St with values into poset (S,≤) is called monotonic if for
every pair of start states a ≤ b (a, b ∈ S) and every order ideal J ⊆ S

P[S1 ∈ J |S0 = a] ≥ P[S1 ∈ J |S0 = b]. (22)

Proposition 2. There exists the context (G,M, I) such that Non-monotonic
Markov chain for (B(G,M, I),≤) isn’t monotonic one.

See [8] for the proof of Proposition 2. The following Markov chain is always
monotonic one.

Data: context (G,M, I), external function CbO( , )
Result: random concept (AT , BT ) ∈ B(G,M, I)
t := 0; X := G tM ; (A,B) := (M ′,M);
while (t < T ) do

select random element x ∈ X;
(A,B) := CbO((A,B), x);
t := t+ 1;

end
Algorithm 2: Monotonic Markov chain

Proposition 3. For every context (G,M, I) the Monotonic Markov chain for
(B(G,M, I),≤) is monotonic one.

The proof of Proposition 3 can be found in [8].The Monotonic Markov chain
algorithm has another advantage: random selection of elements of the static set
X := G tM . However both previous algorithms have common drawback: the
unknown value T for the termination time of the calculation. In the Monte Carlo
Markov Chain (MCMC) theory this value corresponds to the mixing time of the
chain. For some special Markov chains (for instance, for the chain of Example 2)
the mixing time is estimated by sophisticated methods. In general case, it is an
open problem. The following algorithm has not this problem at all.

Data: context (G,M, I), external function CbO( , )
Result: random concept (A,B) ∈ B(G,M, I)
X := G tM ; (A,B) := (M ′,M); (C,D) = (G,G′);
while ((A 6= C) ∨ (B 6= D)) do

select random element x ∈ X;
(A,B) := CbO((A,B), x); (C,D) := CbO((C,D), x);

end
Algorithm 3: Coupling Markov chain
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Intermediate value of quadruple (A,B) ≤ (C,D) on step t corresponds to
Markov chain state Yt. The At, Bt, Ct and Dt are first, second, third, and
fourth components, respectively.

Definition 3. A coupling length for context (G,M, I) is defined by

L = min(| G |, |M |). (23)

A choice probability of fixed object or attribute in context (G,M, I) is equal to

p =
1

| G | + |M | . (24)

Lemma 4. If | G |<|M | then for every integer r and every pair of start states
(A,B) ≤ (C,D) ((A,B), (C,D) ∈ B(G,M, I))

P[Ar = Ar+L = Cr+L&Br = Br+L = Dr+L|Yr = (A,B) ≤ (C,D)] ≥ pL. (25)

If | G |≥| M | then for every integer r and every pair of start states (A,B) ≤
(C,D) ((A,B), (C,D) ∈ B(G,M, I))

P[Ar+L = Cr+L = Cr&Br+L = Dr+L = Dr|Yr = (A,B) ≤ (C,D)] ≥ pL. (26)

Proof. For coupling to (A,B) ≤ (A,B) it suffices to get an element from A \C,
but | A \ C |≤| G |= L. Relation (26) is proved in a similar way. ut
Theorem 1. The coupling Markov chain has the probability of coupling (termi-
nation) before n steps with limit 1 when n→∞.

Proof. Lemma 3 implies that (A(k−1)·L, B(k−1)·L) ≤ (C(k−1)·L, D(k−1)·L). Let
r = (k − 1) · L. Then Lemma 4 implies that P[Ak·L 6= Ck·L ∨Bk·L 6= Dk·L|Yr =
(Ar, Br) ≤ (Cr, Dr)] ≤ (1 − pL). After k independent repetitions we have
P[Ak·L 6= Ck·L ∨ Bk·L 6= Dk·L|Y0 = (M ′,M) ≤ (G,G′)] ≤ (1 − pL)k. But
when k →∞ we have (1− pL)k → 0. ut

Conclusions

In this paper we have described a Monte Carlo approach using Markov Chains
for random generation of concepts of a finite context. The basic steps of proposed
Markov chains are similar to ones of algorithm CbO. We discuss three Markov
chains: non-monotonic, monotonic, and coupling ones. The coupling algorithm
terminates with probability 1.
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Abstract. The paper describes method for situations assessment based on re-

trieving information about similar earlier observed conditions. Situation is a set 

of qualitative and quantitative characteristics that describe states of interrelated 

objects. Object states are defined by measurement parameters. A method for 

situation assessment is based on calculation of aggregated indices and their 

comparison was developed. For calculating aggregated indices it is proposed to 

use an algorithm for alphabetic description of time series that provide conven-

ient means for their comparison. For situations retrieval it is suggested to use 

FCA methods. As a case study the results of ocean data analyses for calculating 

temperature and salinity parameters of water area are presented.  

Keywords: situation assessment, measurements analyses, summary indicators 

1 Introduction 

Nowadays Intelligent Geographic Information Systems (IGIS) are widely used 

for solving different functional tasks. IGIS incorporates GIS interface as well as vari-

ous methods of artificial intelligence intended for solving certain intricate problems 

including problem of decision making support. Decision support systems in IGIS are 

aimed to provide end users with complex information about the solved problem as 

well as with reasonable alternative decisions in real time with a pictorial rendition of 

this information to let it be easily perceived and used. 

One of the important tasks, that is solved in decision making support systems, is 

situation assessment and awareness. Situation assesment is aimed to make situations 

understandable by users.  Situation awareness is the perception of the elements in the 

environment within a volume of time and space, the comprehension of their meaning, 

and the projection of their status in the near future [1]. Situation assessment represents 

analysis of available information in order to get validated estimations of current sys-

tem state and probable direction and dynamic of its changing. In this context term 

“system” can have wide interpretation: it can be used to describe dynamic technical or 
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environmental objects, set of interacting objects, analyzed phenomena, entities, or 

environments. 

Problem of situation assessment can be decomposed into two subtasks. The first 

task is situation recognition and the second is making decision about system state. For 

situation recognition an approach based on comparing situations to ones that were 

earlier observed is widely used. To provide this knowledge base of situations a de-

scription is formed. Decision about system state is based on knowledge about recog-

nized situations. Various directions of situation development can be considered using 

modeling tools or expert systems. 

By now one of the key means for storing information about systems actual states 

are measurements instruments that provide information about system parameters in 

real time. Using these measurements ability to analyze the dynamic of a state evalua-

tion and control a system state is provided. There are several problems related with 

measurements processing. First problem is great volume of data that has to be pro-

cessed in limited time. Second problem is that measurements have rather bad quality; 

they are not coordinated in time and space and are implemented as non-stationary 

time series. Consequently, highly specialized methods have to be used for measure-

ments processing. Third problem is a necessity to represent measurements as a set of 

complex characteristics, so that they can be used in methods of situation assessment. 

In the paper an approach to situation assessment based on comparison of situa-

tions is extended for using measurements of system parameters as one of important 

information sources and approach to retrieval situations using formal concept anal-

yses (FCA) methods is proposed. In the second section general description of the 

method for situation assessment based on measures analyses in presented. Following 

sections provide detailed description of algorithms used in the general method. An 

algorithm of alphabetic representation of time series given in section 3 is aimed to 

represent time series in a form that provides easy mechanism for comparing parame-

ters. In section 4 the algorithm of identification of information valuable parameters 

that allow ranging parameters according to information values is considered. In sec-

tion 5 algorithm for objects aggregated indicators calculating that takes into account 

values of parameters measurements is presented. Algorithms for building and compar-

ing graphs that describe situations in terms of objects and their relations are discussed 

in section 6. In section 7 application of Formal Concept Analysis methods for reveal-

ing earlier observed distinguishable situations are considered. As a case study task of 

ocean parameters estimation using measurements provided by floating hydrographic 

buoys is described.  

2 Main definitions 

FCA is a well-established technique in mathematics that is widely used for solv-

ing various tasks of intelligent data analyses. Standard FCA definitions are introduced 

in [2, 3]. Given a formal context ),,( IMGK  , where G  is called a set of objects, 

M is called a set of attributes, and the binary relation MGI   specifies which ob-
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jects have which attribute, the derivation operators I)(  are defined for GA  and 

MB  as follows: 

Im}:|{ gAgMmAI  ; 

Im}:|{ gBmMmBI  . 

IA  is the set of attributes common to all objects of A  and IB  is the set of ob-

jects that share  attributes of B . For simplicity operator )'(  is used instead of I)(  . 

The double application of )'(  is a closure operator; it is extensive, idempotent, and 

monotonous. Therefore, sets ''A  and ''B  are closed sets. 

A formal concept of the context ),,( IMG  is a pair ),( BA , where )( GA , 

)( MB , 'BA , and 'AB  . In this case ''AA  and ''BB  . The set A  is called 

the extent and B  is called the intent of the concept ),( BA . In categorical terms a 

formal concept is defined by its objects A  or its attributes B . 

A concept ),( BA  is a subconcept of ),( DC  and ),( DC  is a superconcept of 

),( BA  if )( CA  (equivalently, )( BD ). For ),( BA  and ),( DC  relations  ,  , 

 , and   are defined and written as usual. ),( BA  is a lower neighbor of ),( DC  

(notation is (A, B)  ),( DC ) and ),( DC  is an upper neighbor of (A, B) (notation is 

),( DC    ),( BA ) if ),( BA    ),( DC  and there is no ),( FE : ),( BA    ),( FE    

),( DC . The set of all concepts ordered by   forms a concept lattice of the context K, 

that is denoted by )(KB . The relation   defines edges in the covering graph of 

)(KB . 

For building lattices while solving task of situations analyses formal context as a 

set of objects G  situations are considered, M  is a set of situations characteristics, 

I is an incidence relation between these sets. Each situation s is characterized by a set 

of relevant objects N
iiOE 1}{   and relations between objects N

jijirR 1,, }{  , where N  

is a total number of objects. For each object a set of parameters M
iiPe 1}{   that de-

scribes objects state is defined. 

3 General description of method for situation assessment 

Situation assessment is based on comparing current conditions with the previous-

ly observed ones. Situation involves objects that can be technical or natural and rela-

tion between them. Relations are described for pairs of objects, for each relation its 

type is defined. All types are to be described a priori in a vocabulary of subject do-

main. An object state is characterized with a set of parameters; values of parameters 

are measured using various measurement instruments and are represented as time 

series. 

When solving problem of situation assessment it is necessary to provide an effec-

tive and efficient mechanism for situation comparing to retrieve similar ones. For 
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comparing two situations it is necessary to compare list of objects and their states and 

relations between objects. Objects and relations between objects are reasonable to 

represent as a graph, where vertexes of the graph are objects and edges of the graph 

are relations. 

For comparing two graphs a wide range of methods is developed. The most con-

venient algorithm for similar situations retrieval is based on graph edit distance. The 

main idea of this algorithm is to define difference between graphs using a set of edit-

ing operations that are necessary for transforming one graph to the other. This method 

is tolerant to errors and provides inexact graph matching. Algorithms for graph edit 

distance calculation are described in [4]. When edges of graph are compared the result 

is binary – if the relations that corresponds to the edges are equal then result of com-

parison is ‘1’ else the result is ‘0’. For comparing vertexes it is necessary to compare 

objects associated with them. As each object is characterized with a set of parameters 

to build object description it is necessary to solve two problems –to describe each 

time series of parameters measurements in such a way that descriptions can be easily 

compared and to define how to calculate aggregate characteristic of objects using 

formed descriptions. 

For describing parameters measurements it is proposed to use alphabetic repre-

sentation of time series. To build alphabetic representation method based on Symbolic 

Aggregate Approximation (SAX) [5] is used. Strings that are composed with SAX-

based algorithms can be compared using string Edit Distance that is used in algo-

rithms of string inexact comparing [6]. 

For solving the second task Aggregated Indices Randomization Method (AIRM) 

[7] can be applied that is targeting complex objects subjected to multi-criteria estima-

tion under uncertainty. The essence of application of AIRM consists in an aggregation 

of single characteristics into one complex characteristic that is used for comparing 

objects. One of the key tasks that is to be solved before ARIM method can be applied 

is to define weights for objects parameters that are considered as indicators. Taking 

into account that parameters are characterized with measurement time series for eval-

uation of time series information value a set of statistical characteristics is used [8]. 

General description of proposed method for situation assessment is given in Fig.1 

____________________________________________________________________ 

Input data. Data base of graphs describing earlier observed situations, description of estimated situa-

tion, that includes 
N
iiOE 1}{   is a set of objects, N

jijirR
1,, }{


  is a set of objects relations, 

M
iiPO 1}{   is set of objects parameters, H

iii xtP
1

)},{(


 is a time series of parameters measurements, 

where H  is a total number of measurements. 

Output data. 
T
iii qsS

1
)},{(


  is a set of situations s  that are similar to a defined situation ds  with 

similarity degree q . 

Algorithm description 

A. Building description of estimated situation 

Step A1 build symbolic representation of objects parameters measurements )(ˆ PfC symb  

Step A2 Building descriptions of objects 

 calculate weights of parameters M
iiwW  }{  according to information value 
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 calculate estimations of aggregated indices for objects N
iiQQ

1
}

~
{

~


  

B. Building graph for situation description  

Step B1 Defining graph vertexes VG  using formalized descriptions of objects  

Step B2 Defining graph edges DG  using  formalized descriptions of objects relations 

C. Situation estimation 

Step C1. Reveling similar graphs of situation description in data base  

Step C2. Ranging graphs according to degree of similarity T
iii qsS

1
)},{(


  

____________________________________________________________________ 

Fig.1 General description of method for situation assessment 

4 Algorithm of alphabetic representation of time series 

Proposed algorithm of alphabetic representation is based on algorithm of Sym-

bolic Aggregate Approximation (SAX) described in [5]. In SAX for building symbol-

ic representation of time series approach based on application of Piecewise Aggregate 

Approximation (PAA) is used. According to the algorithm time series are presented as 

a sequence of segments using window of defined length. For each segment a set of 

defined statistical characteristics are estimated. PAA can be considered as an attempt 

to represent a time series in a form of windows line combination. The description of 

the algorithm is given in Fig. 2. PAA representation of time series is converted into 

symbolic representation. In SAX it is assumed that analyzed time series have normal 

distribution, but measurements time series very often doesn’t satisfy this criterion. In 

[9] the description of modification of SAX for time series with various distributions is 

proposed. The modified procedure assumes, at first, estimation of measurements val-

ues interval. To avoid usage of values that contain noise and outliers for determining 

border median values of K , minimum and maximum values are used. Second, inter-

val of values are split into equal intervals, each part corresponds to one level. Seg-

ments, which characteristics correspond to one interval, are the segments of one level 

and they are described using same symbol from a priori defined alphabet (Fig. 3). 

____________________________________________________________________ 

Input data. HppP ...,,1  is an initial time series, where H  is a number of segments. 

Output data. zccC ...,,1  is aPAA representation of time series. 

Algorithm description 

Step 1. calculate length of one segment 
z

H
l   

Step 2 for ( zi ...1 ) 

 )}({
1)1(

il
jljji cfc 


 , where f  is a function of calculating segment statistical characteristics 

____________________________________________________________________ 

Fig.2 Algorithm for building PAA representation of time series 

 

____________________________________________________________________ 
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Input data. HppP ...,,1  is an initial time series, where H  is a number of segments, 

kaaA ...,,1  is an alphabet for time series symbolic representation, 11 ...,,  kB   are levels of time 

series representation. 

Output data. zccC ˆ...,,ˆˆ
1 is asymbolic representation of time series. 

Algorithm description 

Step 1. calculate C using algorithm for PAA representation of time series 

Step 2. calculate range of time series characteristic values [ lV , hV ], where lV  - low border, hV  - high 

border 

Step 3. calculate range of characteristics values for each level   

Step 4. for ( wi ...1 ) 

 define alphabet symbol jjjji cac   1ˆ  

Step 5. concatenate symbols z
iicC

1
}ˆ{ˆ


  

____________________________________________________________________ 

Fig.3 Algorithm for building time series symbolic representation 

 

By now many algorithms that allow to deal with strings, in particular, algorithms 

of inexact string comparison, based on calculation of Edit Distance are developed. 

Algorithms of string comparison are applied for qualitative evaluation of time series 

similarity. 

5 Algorithm of information valuable parameters identification 

Each object is described by a set of various parameters. Degree of information 

value of each parameter differs and it is necessary to take it into account when two 

objects are compared. The degree of parameter information value is used to range 

parameters in algorithm of calculating objects aggregated indices. 

The proposed algorithm of calculating degree of parameter information value is 

based on using a set of statistical characteristics. Depending on objects characteristics 

different measures for time series described in [8] can be calculated. Most often the 

following measures are used: mean, median, variance, standard deviation, interquar-

tile distance, skewness and kurtosis. The algorithm of ranging parameters is based on 

the idea that most informative are measures that have maximum difference for differ-

ent objects. So mean distances between measures of parameters time series are calcu-

lated and according to them parameters are ranged and preliminary weight coeffi-

cients are defined. The proposed algorithm is given in Fig. 4. 

____________________________________________________________________ 

Input data. N
iiOE 1}{  is set of objects, 

M
iiPO 1}{   is a set of measured objects parameters, 

where M  is a total number of objects parameters, U
iigG

1
}{


 is a list of time series measures, U  is a 

total number of measures. 

Output data. P  is a sorted set of parameters, M
iiwW

1
}{


  is a list of preliminary weight coeffi-

cients for parameters. 

Algorithm description 
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A. Calculating measures for parameters time series 

 Step A1. for each parameter )...1( Mi   

 for each object )...1( Nj   

 calculate measures )...,,( 1 U
ijijij sss   

 
calculate mean distance 

 



M

k

M

l

iliki ss
N

s

1 1

2)(
1

 

B. Ranging parameters 

 Step B1 for )...1( Mi   

 define preliminary weights ii sw   

 Step B2 sort parameters according to preliminary weights )}({
1

M
iiPsortP


  

____________________________________________________________________ 

Fig.4 Algorithm for ranging parameters 

6 Algorithm for objects aggregated indicators calculating  

To calculate objects aggregated indicators based on set of parameters it is pro-

posed to use indices randomization method. ARIM is used to solve tasks of multiple 

criteria decision making on the base of poor-quality input information. The main ad-

vantage of AIRM is its ability to cope with non-numeric (ordinal), non-exact (inter-

val) and non-complete information. When solving user’s tasks information about 

objects parameters is often incomplete as parameters due to different reasons can’t be 

gathered. Calculated in section 5 preliminary weights of parameters provide approxi-

mate estimation of parameters information value and therefor can’t be used directly 

for calculating objects aggregated indicators. Preliminary parameters weights are used 

to range parameters and thus provide ordinal information about parameters. This in-

formation can be effectively used in AIRM. 

In ARIM three key steps are executed: i) building vector of single indicators; ii) 

defining aggregative function; iii) defining weighs coefficients. 

Main features of ARIM application for calculating objects indicators using meas-

urements are the following: 

1. Results of symbolic representation of time series of parameters measurements 

build according to algorithm described in section 3 are considered as list of objects 

characteristics. 

2. Single indicators for objects are functions of objects characteristics. They are 

defined as normalizing power functions of degree one. When characteristic values 

increase functions also increase. 

3. An aggregative indicator is a synthesized function that characterizes each ob-

ject in general. It depends on weight coefficients and is represented in a form of linear 

convolution of single indicators functions and weight coefficients. 

4. As information I  about objects parameters weights is incomplete, weight-

vector )...,,( 1 mwww  is ambiguously determined. In ARIM this vector is deter-

mined with accuracy to within a set )(Iw  of all admissible weight-vectors. An uncer-
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tain choice of a weight-vector from set )(Iw  is modeled by a random choice of an 

element of the set according to the concept of Bayesian randomization. Such random-

ization produces a random weight-vector ))(...,),(()( 1 IwIwIw m , which is uniform-

ly distributed on the set )(Iw . Set )(Iw  is reduced using ordinal and interval infor-

mation. Mathematical expectation of random weight coefficient )(Iwi  may be used 

as a numerical estimation of particular indicator iq  significance. Then randomized 

weight-vector can be defined as ))(~),...,(~()(~
1 IwIwIw M . The precision of this esti-

mation is measured by standard deviation of the corresponding random variable.  

The algorithm for objects summary indicators calculating is given in Fig.5. 

____________________________________________________________________ 

Input data. 
N
iiOE 1}{   is a set of objects, 

M
iiCO 1}ˆ{   is a set of symbolic representation of 

measured objects parameters, where M  is a total number of objects parameters, z
iicC

1
}ˆ{ˆ


  is a symbolic 

representation of parameter,  where z  is a  length of symbolic representation. 

Output data. N
iiQQ

1
}

~
{

~


  are estimations of objects aggregated indicators. 

Algorithm description 

Step 1. for each object ( N...,,1 ) 

 define )...,,ˆ(ˆ
1 MccC


  as set of initial characteristics 

 calculate vector of single indicators )...,,( 1 Mqqq  , 
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1  
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),...,(
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 calculate estimation of aggregated indicator 

)(
~

)( IQEIQ   

Step 2. form vector of aggregated indicators estimations )
~

...,,
~

(
~

1 NQQQ   

____________________________________________________________________ 

Fig.5 Algorithm for objects aggregated indicators calculating 

7 Algorithms for building and comparing situation graphs 

A situation graph contains information about objects, a set of characteristic that 

are sufficient for objects description, and relations between objects. Building a situa-

tion graph assumes following main steps: i) making a list of objects that are signifi-

cant for situation description; ii) defining set of objects characteristics; iii) defining 
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set of admissible relations between objects; iv) building structure of the graph. All 

tasks are enumerated but the last one is solved by experts manually. A set of objects 

characteristics contains aggregated characteristics of measured parameters that are 

defined in section 5 and it may also contain one or several additional characteristics. 

Usually, as additional characteristics, time and earth coordinates of parameters meas-

urements are considered. The algorithm for building situation graph is given in Fig. 6.  

____________________________________________________________________ 

Input data. 
N
iiOE 1}{   is a set of objects, N

jijirR
1,, }{


  is a set of objects relations, 

Y
iifF

1
}{


  is a set of object characteristics,  where Y  is a total number of object characteristics. 

Output data.  DV GGG ,  is a situation graph, VG  are graph vertexes and DG  aregraph edges. 

Algorithm description 

Step 1. define empty graph []VG , []DG  

Step 2. create vertexes from objects EGV   

Step 3. create edges for related objects RGD   

Step 4 for each vertex Vi Gv   )...,,1( Ni   

 define attributes )( ivvi OaA   according to characteristics of object iO  

Step 5. for each edge ),(, jiji OOdd  , Ni ...,,1 , Nj ...,,1  

 if ( id  exists) 

 define attributes )( , jiddi raA  according to defined relation between objects ji OO ,  

____________________________________________________________________ 

Fig.6 Algorithm for building situation graphs 

 

Widely used methods for comparing graphs are based on calculation of graph edit 

distance [1, 4]. The main idea of these methods is to find minimum number of graph 

editing operations (edit path) that will allow the transformation one compared graph 

to another. Edit distance d  for graphs 1G  and 2G  can be defined as: 







k

i

i
GGee

ecGGd
k

1
),()...,,(

21 )(min),(
211

, where   are all possible edit paths, e  is a 

graph editing operation, )(ec  is the cost of operation e . The key advantage of these 

methods is their flexibility as methods are able to deal with any graphs and any types 

of vertex and edge attributes. The standard set of graphs operations include following 

operations: adding, removing and modifying elements. 

The described group of methods allows finding optimal solution, but is compli-

cated from computational point of view. Due to this fact if situation description con-

tains considerable number of object and relations, it is proposed to use suboptimal 

methods for graph comparison [10, 11]. According to these methods graph is decom-

posed into a set of sub graphs. Each sub graph contains one vertex and edges that are 

related to the vertex. The task of comparing two graphs is substituted by the task of 

comparing sets of sub graphs. 
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The alternative approach for suboptimal graph comparing is based on using Hun-

garian method [12, 13]. It assumes searching optimal matching of vertexes and their 

local structure using approximation of graph Edit Distance. 

In case if a priori knowledge about objects and their relations for different types 

of situations is available, complexity of comparing graphs methods can be significant-

ly reduced. 

8 Algorithm for revealing situations using FCA 

The approach for situations assessment based on building and comparing graphs 

supposes that a data base of situations is created a priori. The task of creation of a 

universal mechanism for distinguishable situations retrieval is highly complicated as 

situations are often rather similar; they have a number of equal characteristics, rela-

tions and involved objects. Since there are many situations and each situation is de-

scribed by huge volume of heterogeneous data it is proposed to use Formal Concept 

Analysis methods [2] for revealing equal and different features of situations, inter-

connected situations, and groups of similar situations.  

To build lattices formal context K  is defined using a set of defined situations and 

their characteristics. Characteristics can be binary, quantitative or qualitative. Binary 

characteristics can be used directly for building a context. Qualitative characteristics 

can be considered as a set of adjusted characteristics, where each of characteristics 

values correspond to one adjusted characteristic. For representation of quantitative 

characteristics in binary form nominal scales can be used. This approach is rather 

flexible as it allows user to modify scales manually. It is also possible to build lattices 

using multivalued contexts that are defined as ),,,( IWMGK  , where W  is a set 

of situations characteristics values, I  is a ternary relation, I G M W I    , 

where process of scaling is automated. Approaches for building lattices using multi-

valued contexts are described in [14, 15]. 

The algorithm for revealing situations using FCA supposes executing of three 

main stages. The first stage assumes building formal context for representation situa-

tions and their characteristics. As objects of formal context a preliminary list of situa-

tions defined by experts is used. A list of context features contains set of three charac-

teristics for each involved subject domain object. A set of used characteristics is equal 

to the set that is used for building graphs. Each object is characterized by i) its name 

or id, ii) its location in space and, if necessary, in time and iii) aggregated indicators. 

All characteristics are represented in binary form. For building nominal scale for ag-

gregated indicators, ranges for values are defined using entropy based methods, in 

particular, Gini [16] evaluation measure. At the second stage FCA methods are ap-

plied to build concept lattice [17]. At the third stage formal concepts are analyzed by 

experts that modify the preliminary list of situations and, in separate cases, the list of 

features using obtained results. The algorithm for revealing situation using FCA is 

given in Fig. 7. 

____________________________________________________________________ 



138      Situation Assessment in IGIS 

 

Input data. 
N
iiOE 1}{   isa set of objects, Y

iifF
1

}{


  is a set of object characteristics,  where Y  

is a total number of object characteristics. 

Output data. K
iisS

1
}{


  is a set of situations, where K  is a number of revealed situations. 

Algorithm description 

Step 1 define preliminary list of situations K
iisS

1
}{


  

Step 2 calculate characteristics of situation 

 for each situation Ssi   

 for each object Ee j   involved in is  

 calculate object characteristics ijF  

 convert characteristics to binary form B
ijij FF   

Step 3 build formal context K  

 define formal objects SG   

 define formal objects features },{ BFEM   

 define relations I  

Step 4 build lattice 

Step 5 improve set of situations S  

____________________________________________________________________ 

Fig.7 Algorithm for revealing situations using FCA 

9 Case study  

The proposed approach for situation assessment was used for solving task of 

providing operational information about ocean temperature and salinity parameters 

for hydroacoustics calculations that use sound speed of water area as one of parame-

ters. Regular grids of parameters values are usually used as a source for information 

about water area state. Performing processing and analysis of available oceanographic 

data in order to build regular data grids includes two main steps: data verification and 

data regularization. The main purpose of data verification step is systematic storage, 

analysis and processing of data in order to prepare it for solving problem of building 

data grids [18, 19]. The main objective of regularization stage is to build a regular 

grid using methods of objective analyses and estimate the accuracy of gridded data 

[20]. Regular grids are usually updated and provided to end-users twice a year. It is 

possible to organize grid recalculation each time new measurements are acquired in 

systems that include components for oceanographic data processing. Algorithms for 

grids recalculation assumes that the whole grid is processed. The recalculation takes 

much time, besides new data is processed equally to historical data, though it is much 

more important for estimation of actual water area parameters. 

The experiments on operational estimation of water area parameters were made 

using measurements received from Argo float drifts [21]. The objective of Argo pro-

gram is to operate and manage a set of floats distributed in all oceans. An Argo float 

drifts for a number of years in the ocean. It continuously performs measurement cy-

cles. Each cycle lasts about 10 days and can be divided into 4 phases: a descent from 
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surface to a defined pressure (e.g., 1500 decibars), a subsurface drift (e.g., 10 days), 

an ascending profile with measurements (e.g., pressure, temperature, salinity), a sur-

face drift with data transmission to a communication satellite. 

An example of Argo float trajectory, temperature and salinity profiles are given 

in Fig.8. 

 
 

 

a) trajectory b) temperature profile c) salinity profile 

Fig.8 An example of an Argo float trajectory and profiles with measurements 

For operational estimation of ocean parameters each Argo buoy was considered 

as a system that was characterized by trajectory and a set of profiles with measure-

ments. Each point where data transmission was fulfilled was defined as objects. For 

neighboring objects according to the trajectory relations were set. List of possible 

relations contained two types of relations: ‘measured before’, ‘measured after’. Each 

object was characterized by a vector of characteristics listed in table 1 and by a vector 

of measured parameters. The parameters were described in the form presented in table 

2. 

Table 1 Objects characteristics 

Name Definition Comment 

PLATFORM_

NUMBER 

char PLATFORM_NUMBER(N_PROF, 

STRING8); 
PLATFORM_NUMBER:long_name = "Float 

unique identifier"; 

PLATFORM_NUMBER:conventions = "WMO 
float identifier : A9IIIII"; 

PLATFORM_NUMBER:_FillValue = " "; 

WMO float identifier. WMO is the 

World Meteorological Organiza-
tion. This platform number is 

unique. Example : 6900045 

JULD double JULD(N_PROF); 
JULD:long_name = "Julian day (UTC) of the 

station relative to REFERENCE_DATE_TIME"; 

JULD:units = "days since 1950-01-01 00:00:00 
UTC"; 

JULD:conventions = "Relative julian days with 

decimal part (as parts of day)"; 
JULD:_FillValue = 999999.; 

Julian day of the profile1. The 
integer part represents the day, the 

decimal part represents the time of 

the profile. Date and time are in 
universal time coordinates. 

Example : 18833.8013889885 : 

July 25 2001 19:14:00 

LATITUDE double LATITUDE(N_PROF); 

LATITUDE:long_name = "Latitude of the sta-

tion, best estimate"; 
LATITUDE:units = "degree_north"; 

LATITUDE:_FillValue = 99999.; 

LATITUDE:valid_min = -90.; 
LATITUDE:valid_max = 90.; 

Latitude of the profile. Unit : 

degree north.  

Example : 44.4991 : 44° 29’ 
56.76’’ N 

LONGITUDE double LONGITUDE(N_PROF); Longitude of the profile. Unit : 
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LONGITUDE:long_name = "Longitude of the 

station, best estimate"; 

LONGITUDE:units = "degree_east"; 
LONGITUDE:_FillValue = 99999.; 

LONGITUDE:valid_min = -180.; 

LONGITUDE:valid_max = 180.; 

degree east. 

Example : 16.7222 : 16° 43’ 

19.92’’ E 

 

Table 2 The description of parameters measurements 

Name Definition Comment 
<PARAM> float <PARAM>(N_PROF, N_LEVELS); 

<PARAM>:long_name = "<X>"; 
<PARAM>:_FillValue = <X>; 

<PARAM>:units = "<X>"; 

<PARAM>:valid_min = <X>; 
<PARAM>:valid_max = <X>; 

<PARAM>:comment = "<X>"; 

<PARAM>:resolution = <X>; 

<PARAM> contains the original 

values of a parameter 
<X> format of values representa-

tion 

 

 

To provide end-users with actual information based on results of new measure-

ments, regular grids were rebuilt for the region where new data was received. Identifi-

cation of ocean regions borders can be made manually by experts of subject domain 

or using algorithms of cluster analyzes. Algorithms for building gridded data were 

extended by a preliminary step that assumed assessment of observable situation. 

Buoys with similar or partly similar trajectories that have close measurements values 

were found using algorithms for building and comparing situation graphs. Depending 

on distances between the analyzed and similar situations weight coefficients were 

assigned to measurements. The highest values were assigned to newly received meas-

urements. When rebuilding grid weight of measurements are considered. It allows 

calculating ocean parameters estimations based on new data and take into account 

tendencies that were observed in similar situations. As not all grid is rebuild, but only 

region of interest, processing is executed enough fast to meet users requirements. 

Examples of results of ocean data processing using proposed approach are given 

in Figure 9. 

  
a) Temperature b) Salinity 

Fig. 9.Measuring facilities and ocean parameters regular grids 

The evaluation of the results was carried out by comparing measurements from a 

test set that contained 5000 temperature and salinity values for various depths meas-

ured by instruments and calculated values for the same parameters at the points with 

the same coordinates. The result of the comparison showed that the accuracy of calcu-
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lated parameters values has increased up to 5% in some regions and in average in 

about 2-3%. 

10 Conclusion 

The application of the proposed method for situation assessment allows to take 

into account results of objects parameters measurements received from different 

sources. Recognition of situations and revealing similar situations provides possibility 

to obtain additional information about observed situation including tendencies and 

dynamics of its development. The approach to describe and compare situations using 

graphs provides high speed of calculations. Thus, we can say that the presented meth-

od can solve all problems considered in the paper. 

Our future research is connected with developing algorithms that will allow using 

information about dependencies between parameters and their mutual influence. 
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